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ABSTRACT

QUANTUM COHERENT TRANSPORT PHENOMENA IN EPITAXIAL HALIDE
PEROVSKITE THIN FILMS

By

Liangji Zhang

The subject of this dissertation is the experimental study of quantum coherent transport

phenomena in epitaxial single-crystal halide perovskite thin films. The experiments consist

of low-temperature (down to 10 mK) magnetotransport measurements at high magnetic field

(up to 14 T).

The recent advent of epitaxial thin film growth of inorganic halide perovskites has made

it possible to investigate the quantum behavior of charge carriers in these materials in low-

dimensional form. We present results on epitaxial single-domain cesium tin iodide (CsSnI3)

thin films that clearly demonstrate quantum transport in this material for the first time.

The observed low-field magnetoresistance shows signatures of weak anti-localization (WAL)

that reveals coherent quantum interference effects and spin-orbit coupling. A micron-scale

(≈5 µm) low-temperature phase coherence length for charge carriers in the system is ex-

tracted from these WAL measurements.

Additionally, we present low-temperature quantum magnetotransport measurements on

thin film devices made of epitaxial single-crystal CsSnBr3, which exhibit two-dimensional

Mott variable range hopping (VRH) and a large negative magnetoresistance. These find-

ings are described by the Nguyen-Spivak-Shkovskii (NSS) model for quantum interference

between different directed hopping paths, and we extract the temperature-dependent hop-

ping length of charge carriers, their localization length, and a lower bound for their phase

coherence length of ∼100 nm at low temperatures. These results from CsSnI3 and CsSnBr3



devices demonstrate that epitaxial halide perovskite devices are emerging as a material class

for low-dimensional quantum coherent transport devices.

In addition to the works that are described above, I have also been involved in several

additional projects, such as experiments on low-dimensional electron systems and supercon-

ducting qubit experiments, which will not be described in this dissertation.
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Chapter 1

Introduction: Transport in

Two-Dimensional Electron Systems

1.1 Motivation of this Dissertation

The systematic study of electrons in low-dimensional systems and their collective behavior is

one of the most active and interesting topics in condensed matter physics. Two-dimensional

electron systems (2DESs), in which electrons are free to move in two spatial dimensions but

tightly confined in the third, have been realized in a wide variety of different high-quality

materials. Examples of these materials include gallium arsenide/aluminum gallium arsenide

(GaAs/AlGaAs) heterostructures [1], zinc oxide (ZnO/ZnMgO) heterostructures [2], metal-

oxide-semiconductor field-effect transistors (MOSFET) in silicon [3], graphene [4] and elec-

trons floating on the surface of liquid helium [5]. Numerous intriguing physical phenomena

have been realized in these 2DESs when a large magnetic field is applied to these systems at

low temperatures. These phenomena include quantum interference driven localization [6],

quantum oscillations [7], as well as various quantum Hall effects (QHE) [8]. Ultimately these

phenomena and their classic signatures in electrical and magnetotransport experiments are

keys to understanding the underlying quantum-mechanical behavior of electrons confined to

these low-dimensional systems.
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Halide perovskites, which have emerged over the past decade as a fundamentally intrigu-

ing class of semiconductors with a wide variety of potential applications offer a new material

platform for the study of 2DESs. However most work to-date has been performed with bulk

crystals or polycrystalline thin film halide perovskite samples. Extending these studies to the

low-temperature quantum properties of halide perovskite 2DESs has been limited by the abil-

ity to grow high quality thin films. Additionally, as we know from the case of graphene, which

consists of a single layer of carbon atoms that come from exfoliating graphite, “high-quality”

two-dimensional layers often show exotic physics different from their parent materials. To

overcome the limitation of material imperfections such as grain boundaries and ionic defects

common in conventional solution-processed polycrystalline halide perovskites, single-crystal

epitaxial growth of halide perovskites has been recently introduced [9, 10] and opens the

door to investigate 2DES in this material class for the first time.

This dissertation focuses on low-temperature and high-magnetic field electrical transport

measurements on these new types of epitaxial halide perovskite devices. The measurements

reveal clear signatures of quantum coherent charge carrier transport in these materials at

low temperature, and open the door to future quantum experiments and devices based on

epitaxial halide perovskite and their potential as next generation 2DES materials.

1.2 Organization of this Dissertation

Chapter 1 (this chapter) gives a brief road map of the fundamental physical concepts as-

sociated with quantum transport and serves to provide motivation for the work described

in the following chapters. This chapter describes the most striking phenomena observed in

our halide perovskite devices, namely the coherent diffusive and hopping transport of charge
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carriers in these materials. Additionally this chapter will introduce the integer quantum Hall

effect (IQHE) and the fractional quantum Hall effect (FQHE), which serve to motivate pos-

sible future 2DES physics that may one day be investigated in halide perovskite as material

quality continues to improve.

Chapter 2 focuses on the epitaxial growth, crystal structure and air-sensitive nature of

epitaxial single-crystal halide perovskites thin film devices used in our experiments. Addi-

tionally, various characterization methods for the thin film samples will be described.

Chapter 3 describes the measurement setup and experimental techniques used to perform

low-temperature magnetotransport measurements on the thin film devices. These include

low-frequency lock-in based ac transport measurements, halide perovskite device wire-up

and how to keep halide perovskite devices from structurally degrading in air under ambient

conditions. A general introduction to dilution refrigeration, needed to achieve milli-Kelvin

(mK) temperatures, as well as the operation of a superconducting high-field magnet will also

be presented.

Chapter 4 details results demonstrating quantum interference and quantum diffusive

transport of charges in quasi-2D halide perovskites. Specifically, a comprehensive discussion

of weak localization (WL) and weak anti-localization (WAL) will be given in this chapter

to explain the quantum coherent transport observed in thin film epitaxial single-crystal

cesium tin iodide (CsSnI3) devices. Much of this chapter is based on the results presented

in the following paper, Extraordinary phase coherence length in epitaxial halide perovskites,

iScience, 24, 102912 (2021) [11].

Chapter 5 focuses on results of coherent transport in another halide perovskite com-

pound. In particular this chapter will discuss variable range hopping (VRH) transport and

the Nguyen-Spivak-Shkovskii (NSS) model to explain the observed giant negative magnetore-
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sistance in thin film epitaxial single-crystal cesium tin bromide (CsSnBr3) devices. Much of

this chapter will cover the results presented in the following article, Coherent Hopping Trans-

port and Giant Negative Magnetoresistance in Epitaxial CsSnBr3, ACS Applied Electronic

Materials, 3, 2948 (2021) [12].

Finally, Chapter 6 will summarize the main results of this thesis work and emphasize

their context in the landscape of quantum coherent transport measurements on 2DESs.

Additionally, several potential future directions of research on epitaxial halide perovskites

will be provided.

1.3 Fundamental Concepts

This section reviews some fundamental concepts associated with low-dimensional semicon-

ductors and electrical transport in the presence of a magnetic field. Understanding these

concepts and the related physics will be key for providing context for our present and future

experiments with halide perovskites. Moreover, knowledge of these concepts will also lay the

ground work for understanding the low-dimensional systems based on halide perovskites in

this dissertation.

1.3.1 Band Structure and Doping

In this subsection, we will briefly describe the electronic band structure of solids and doping

of semiconductors, and then focus on some properties unique to 2D semiconductors. This is

motivated by the fact that the epitaxial single-crystal halide perovskite thin films we work

with are intrinsic semiconductors that can be doped with charge carriers to reveal variety of

transport phenomena. Going beyond this brief introduction, a more detailed discussion of
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the physics of semiconductors can be found in Refs. [8, 13].

We will first start with one of the most important concept in semiconductors, which is

Fermi level, denoted as µ. This quantity describes the top of the collection of electron energy

levels in a solid. Since the Pauli exclusion principle for fermions restricts the occupation

number of a state to be either zero or one, then the average occupation for a state with

energy E is governed by the Fermi-Dirac distribution function f(E), which is given by [13]:

f(E) =
1

1 + exp
(
E−µ
kBT

) , (1.1)

where kB is the Boltzmann constant.

In the band theory of solids, the conductor, semiconductor and insulator are often distin-

guished from each other by plotting the available, or unavailable energy bands for electrons

in these materials [13]. These energy bands are separated by gaps in energy for which no

wave-like electron orbitals exist. Such forbidden regions are referred to as band gaps. At

T = 0 K, in a semiconductor (or an insulator) the Fermi level resides in such a band gap

(see Figure 1.1 (a)). The difference between a semiconductor, an insulator, and a metal is

that a semiconductor has a relatively small band gap compared with an insulator, whereas

a metal has no band gap at all.

In an undoped semiconductor at absolute zero, the band below the band gap (and Fermi

level) is called the valence band, and all the states in this band are filled with charge carriers,

and the top of the valence band is denoted Eν in Figure 1.1 (a). The band of electron states

above band gap is called the conduction band and, in the absence of charge doping, it is

completely vacant. The bottom of the conduction band will be denoted Ec and therefore

the magnitude of of band gap is EG = Ec − Eν [13].
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Figure 1.1: (a) Schematic band structures of a metal, semiconductor and insulator in the
absence of doping. (b) Band structure of n-typed semiconductor. (c) Band structure of
p-typed semiconductor. Ec, Eν , µ, Ed and Ea are the bottom of the conduction band, the
top of the valence band, the Fermi level, the energy level of the donor dopants Ed and the
energy level of the acceptor dopants Ea respectively.

Of particular interest to our work with halide perovskites is the behavior of the semiconduc-

tor, since in their pure form these materials are intrinsic (or undoped) semiconductors. The

electrical properties of an intrinsic semiconductor can be greatly modified with the incor-

poration of impurities or vacancies into their crystal structure via a process called doping,

which is used to change the concentration of free charge carriers in the system. Adding,

either intentionally or not, different types of dopants can produce different effects on the

electrical behavior of semiconductors. Specifically, so-called “donor” impurities or dopants
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are elements which give additional electrons to the material. In this case, electrical current

carriers are negatively charged and the semiconductor is called an n-type semiconductor (see

Figure 1.1 (b)). Common examples of the donor dopants in the semiconductor silicon are

are phosphorus, arsenic, antimony and lithium. A second class of dopant acts as an “accep-

tor” and removes electrons from the material. Semiconductors with acceptors as dopants

are called p-type and charge carriers in these materials are positively charged holes (see

Figure 1.1 (c)). The common examples of acceptor dopants in silicon are boron, aluminum,

gallium and indium. A schematic figure of the band structures of doped semiconductors

is shown in Figure 1.1 (b) and (c), which show that in n-type materials there are electron

energy levels of the donor dopants Ed near the top of the band gap that can be relatively

easily excited into the conduction band, for example, by thermal energy or light [8]. In a

p-type material on the other hand, excess “holes” can be excited into the valence band (from

the energy level of the acceptor dopants Ea) to create mobile positive charge carriers in the

material [8].

The properties of semiconductors are also strongly affected by their dimensionality and

since the halide perovskite materials we will be discussing in this dissertation are thin films

we will now introduce some relevant properties of two-dimensional (2D) semiconductors. We

will begin by describing the density of states (DOS) g2D(E) of the 2D semiconductor, which

we will model as an infinite quantum well in the direction normal to the 2D plane. In this

model the DOS is give by [14]:

g2D(E) =
m∗

πh̄2
, (1.2)

where m is the electron effective mass and h̄ is the reduced Planck’s constant. Equation 1.2

shows that the DOS in 2D is independent of the energy. Additionally, the Fermi level µ in
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a 2D semiconductor can be controlled by varying the areal charge carrier density (e.g. via

doping or electrostatic gating). In particular, the density dependence of the Fermi level is

given by [14]:

µ(n) =
h̄2πn

m∗
, (1.3)

where n is the 2D charge carrier density. As we will see, these quantities will be of relevance

when discussing the QHE in Subsection 2.2.3 as well as for understanding the role of charge

carrier doping in our halide perovskite semiconducting samples.

1.3.2 Conductivity and Resistivity in Two Dimensions

Before discussing the quantum mechanical transport behavior of 2DESs in a magnetic field,

it is important to briefly discuss the classical current flow in a 2DES. According to the Drude

model1[15], in classical magnetotransport, Ohm’s law is:

~j = σ̂ ~E , (1.4)

where the electrical conductivity σ̂ in Ohm’s law is a tensor in the most general case, ~j and

~E are current density and electric field. In a 2D system in the xy-plane with a magnetic

field ~B along the z-axis, the conductivity tensor σ̂ of the system is [8]:

σ̂ =

 σxx σxy

−σxy σxx

 =
σ0

1 + ω2
Bτ

2

 1 ωBτ

−ωBτ 1

 . (1.5)

1For a detailed description of the Drude model and its limitations, see Section 4.2
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In Equation 1.5, σ0 = ne2τ
m is the DC Drude conductivity in the absence of the magnetic

field, ωB = eB
m is the classical cyclotron frequency, n is the number of charge carriers per

unit area, τ is their average scattering relaxation time and e is the elementary charge. The

resistivity tensor is the inverse of the conductivity tensor, so it can be written as:

ρ̂ = σ̂−1 =

 ρxx ρxy

−ρxy ρxx

 =
1

σ0

 1 ωBτ

−ωBτ 1

 . (1.6)

In Equation 1.5 and 1.6, σxx and σxy are respectively, the longitudinal and transverse (or

Hall) conductivities. Similarly, ρxx and ρxy are referred to as longitudinal and transverse

(or Hall) resistivities. To obtain all of these tensor components from measurements, 2DES

samples are often fabricated in a Hall bar geometry (see Figure 1.2). The resistivity compo-

nents ρxx and ρxy can be derived from measured values of the longitudinal and transverse

voltages Vxx and Vxy:

ρxx =

(
W

L

)
Vxx
I

, Rxx =
Vxx
I

(1.7)

ρxy = Rxy =
Vxy
I

, (1.8)

where Rxx and Ryy are the longitudinal and transverse (Hall) resistances, and L and W are

the length and width of the sample, and I is the current that flows through the sample. As

can be seen from the expressions above, in two dimensions, the resistance R and resistivity ρ

both have units of Ω. The tensor components of the conductivity can then be derived from

the resistivities as:

σxx =
ρxx

ρ2
xx + ρ2

xy
; σxy =

ρxy

ρ2
xx + ρ2

xy
, (1.9)

where σxx and σxy have units of 1/Ω.
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Figure 1.2: A 2D device in a Hall bar geometry of length L and width W . The applied
external magnetic field B is normal to sample surface (grey area). Vxx and Vxy are the
longitudinal and transverse (or Hall) voltages which develop when a current I is passed
through the sample between contacts (gold areas). I is the current that passes through the
device.

1.4 Quantum Effects in Two-Dimensional Electron Sys-

tems (2DESs)

In high-quality 2DESs, as the amount of disorder and impurities is reduced, a wide variety

of quantum coherent and electron-electron interaction induced effects begin to reveal them-

selves. Below we have listed some of these that we have observed in our halide perovskite

thin film devices as well as some that we hope to observe in the future as material quality

continues to improve.

1.4.1 Coherent Transport in the Quantum Diffusive Regime

In a 2D system with a relatively high level of disorder, electrons (or holes) move semi-

classically and the system is in the quantum diffusive transport regime. In this regime the

phase coherence length of the electron wavefunction is greater than the mean free path of the
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electron between elastic scattering events. The electrons travel and collide elastically with

randomly located impurities within the crystal and due to the quantum mechanical nature

of phase coherence, the probability of the electron which returns to its origin essentially

gets double-counted in a phenomenon known as weak localization (WL) [16]. If spin-orbit

coupling is presents in the system, the interference is destructive in nature and leads to

a phenomenon referred to as weak anti-localization (WAL). The physics of these quantum

coherent localization effects will be discussed in more detail in Chapter 4 where we will

present results demonstrating WAL in epitaxial single-crystal CsSnI3 thin films.

1.4.2 Coherent Hopping Transport

By decreasing the overall charge carrier concentration one can transition from 2D quantum

diffusive transport to a regime in which electrons move via quantum mechanical tunneling

between otherwise disconnected and localized impurity states. This type of transport is typi-

cally referred to as “hopping” transport. When electron-electron interactions can be ignored

systems in this regime of transport show so-called 2D Mott variable range hopping (VRH)

where the electron is transported by phonon-assisted hopping (tunneling) between localized

states. When the electron’s phase coherence length is comparable with the hopping length,

coherent hopping transport along different hopping trajectories can be revealed in the form

of a large negative magnetoresistance. The physics of this type of coherent hopping transport

will be discussed in more detail in Chapter 5 where we will present results demonstrating

clear signatures of its presence in epitaxial single-crystal CsSnBr3 thin films.
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1.4.3 Integer Quantum Hall Effect

As material quality and device control continues to improve, additional phenomena can

be expected at low temperatures and high magnetic fields. Among these phenomena the

Integer Quantum Hall Effect (IQHE) draws our attention since the IQHE was one of the

initial drivers of our interest in researching 2DES based on epitaxial single-crystal halide

perovskites thin films. While the appearance of quantum oscillations and the formation

of Landau levels has yet to be observed in the these materials it remains and interesting

prospect for future research. In this section, we will give an introduction to the IQHE and

how it can be realized in system with sufficiently low disorder level.

1.4.3.1 Landau Quantization

In the following, we will discuss Landau quantization, which is the quantization of the energy

and cyclotron orbits of charge carriers in high-quality 2DES at low temperatures and when

the system is subjected to a large external magnetic field. Landau quantization is the key

to explain the observed quantized Hall resistance in the IQHE.

If we do not consider the spin of the charge carrier, the Hamiltonian of a single electron

confined to 2D in a perpendicular magnetic field is:

Ĥ =
1

2m

∣∣∣p̂+ eÂ
∣∣∣2 , Â = Byx̂, (1.10)

where Â is the vector potential in the Landau gauge [17], and the magnetic field B̂ = ∇× Â.

If we choose an in-plane momentum state kx we can construct the electron wavefunction as:

ψ(x, y) = exp(ikxx)Y (y). (1.11)
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If we apply Equation 1.11 and Equation 1.10 to the Schrodinger equation Ĥψ = Eψ, we

obtain:

1

2m

[
−h̄2 d2

dy2
+ (eB)2

(
y − h̄kx

eB

)2
]
Y = EY . (1.12)

Equation 1.12 represents the Schrodinger equation for a one-dimensional harmonic oscillator

having a frequency ωc and center y0 = h̄kx
eB . The DOS of the electron system collapses from

a constant versus energy (see Equation 1.2) to a series of Dirac δ-functions corresponding to

Landau levels. The eigenenergies of these Landau levels are [17]:

En = h̄ωc

(
n+

1

2

)
, n = 1, 2, 3 · · · . (1.13)

The frequency of the orbital motion ωc is the cyclotron frequency:

ωc =
eB

m
, (1.14)

and the center y0 is related to the magnetic length lB (see Equation 1.15), which is the

characteristic length scale associated with the electron in this model.

y0 =
h̄kx
eB

= kxl
2
B , lB =

√
h̄

eB
. (1.15)

1.4.3.2 Localized States and Extended States

In the previous subsection we did not take into account the affect of disorder on the formation

of Landau levels or on the 2DES in general. However, as we will see throughout this thesis,

disorder is present, to one extent or another, in all of the real physical systems used to

realize 2DESs. We will start with a discussion of “localized” states since disorder can lead to
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spatial fluctuations in the electron density and the formation of a spatially varying potential

landscape throughout the area of the 2DES. The localized states, which were originally

introduced by Philip W. Anderson in Ref. [18] are states whose wave functions are mostly

located in a confined region of space that is produced by a short-range potential. Outside of

this region, the envelope of the wave function decays exponentially, and adjacent localized

states are not overlapping with each other. In contrast, “extended” states are states in which

charge carriers may be found anywhere within a relatively large region in a material and the

charge carrier wavefunctions are largely delocalized.

Figure 1.3: The disorder broadened DOS of a 2DES in a strong magnetic field. The extended
states are depicted in red at the center of the Landau levels, and the localized states are
shown in gray.

In a real 2DES material system one will typically have a coexistence of localized and

extended states whose spatial distribution is determined by the disorder potential. The

general idea is if we apply magnetic field to spin-less 2DES, the continuum of states that exists

in zero field quantizes into Landau levels. In the presence of disorder, these Landau levels

are broadened and they can be divided into two categories. The states close to the center of
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the Landau levels are extended states, and they can carry electrical current macroscopically

across the 2DES. The states that are on the tails of the Landau levels are localized states

(see Figure 1.3). These localized states do not carry current across the sample at zero

temperature and correspond to electrons that are spatially trapped due to the underlying

disorder potential.

1.4.3.3 Edge States and the Integer Quantum Hall Effect

In this section, we will discuss how the formation of Landau levels can be observed in the

IQHE, and the role of localized state (produced by disorder) on this effect. The discussion

of the IQHE in this section is based on measurements from a gallium arsenide/aluminum

gallium arsenide (GaAs/AlGaAs) heterostructure and a bi-layer graphene (BLG) device 2.

Integer Quantum Hall Effect (IQHE) is a “single electron” phenomenon, i.e. electron-

electron interactions do not, in principle, play a role. As discussed previously, when the

externally applied magnetic field is normal to the plane of the 2DES, the DOS of the 2DES

becomes quantized. Semi-classically one can think of the electrons in the 2DES as moving in

circles around the field direction. Close to the edge of the sample, the electrons collide with

the boundary (see Figure 1.4). The confinement provided by the edge of the 2DES in the

y-direction (here the y-direction is normal to the current flow which is along the x-direction,

as shown in 1.4) can be treated as a hard wall potential V (y). If we present the Landau levels

as a function of the y-position across the sample as shown in Figure 1.5, the potential V (y)

raises the energy of the Landau level steeply at the 2DES’s edge since the electrons cannot

leave the sample. The Landau level energy near the edge will be En = h̄ωc

(
n+ 1

2

)
+ V (y).

2The GaAs/AlGaAs heterostructure and BLG device data presented here are from early experiments in
this Ph.D. to characterize the experimental system and techniques as well as experiments investigating the
role of high-frequency and microwave absorption in BLG. A more detailed description of the experiments on
BLG are presented in Appendix A.
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Depending on the density of electrons and the magnetic field, some Landau levels will cross

the Fermi energy leading to current carrying edge channels. The bulk of the 2DES, in

contrast, will be an insulator because all the states in the interior band are filled and the

Fermi level is in a gap between well separated Landau levels.

Figure 1.4: Semi-classical illustration of the IQHE edge states in a 2DES. The applied
magnetic field B is normal to 2DES. At each edge, two current carrying edge channels (red
lines) originate from the crossing of the Fermi level and two Landau levels as shown in
Figure 1.5.

Furthermore, these edge states carry current in a chiral fashion. If we inspect the direction

of the electron flow shown in Figure 1.4, the motion of each electron is counterclockwise as

dictated by the field. When an electron hits the edge of the sample, it produces a skipping

motion in which it moves along the edge in only a single direction. These skipping trajectories

are the edge channels described above. The number of edge channels is determined by the

number of crossings between the Landau levels and Fermi level at each edge (see Figure 1.5).

The bulk of the 2DES is an insulator as the electrons in it will perform cyclotron motion

without in a particular direction along the sample. Additionally, the electrons have opposite

direction on the two edges of the sample because they have the same chirality. This ensures

the net current through the system is zero when no external electric field applied.

The formation of Landau levels and edge states in the 2DES leads to the IQHE and a
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Figure 1.5: Illustration of Landau level energy versus distance in y-direction of the sample.
The energy of the Landau levels rises due to the confinement at the edges of the sample. Red
circles indicate the crossings between the Fermi level and the Landau levels, which produces
current carrying chiral edge states (two edge states are present in this example).

quantized value of the Hall resistance. In Figure 1.6 (a), we present data of the longitudinal

resistance Rxx and Hall resistance Rxy of a GaAs/AlGaAs 2DES as a function of the applied

magnetic field at T = 12 mK. In this figure, Rxy takes on quantized values:

Rxy =
h

e2

(
1

ν

)
, ν = ±1,±2,±3 · · · . (1.16)

The Landau level filling factor ν counts the number of conducting edge states and it has

been measured to be an integer values with extraordinary accuracy (one part in 109) [19, 20].

The quantity h
e2

is called the quantum of resistance, and it is now used as the metrological

standard of resistance [19]. The centers of the plateaus in Rxy occur at the following values

of the magnetic field:

B =
n

ν

(
h

e

)
=
n

ν
Φ0 , (1.17)

where n the electron density and Φ0 = h
e is the flux quantum. We also observe the dis-

sipationless transport of electricity by the edge states in the system when Rxx = 0 and
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Rxy indicates integer Landau level filling. As shown in Figure 1.6 (a), there is a marked

increase of Rxx as the magnetic field moves a Landau level through the Fermi level as shown

in Figure 1.6 (b) and (c). When Rxy corresponds to a quantized plateau, electrons prefer

to travel along closed equipotential lines that enclose small potential valleys produced by

disorder corresponding to localized states in the bulk of the 2DES. These bulk regions are

not connected to the edge and do not contribute to the measured current. Consequently,

Rxx remains zero and Rxy remains unchanged despite the change of the magnetic field B.

If we keep decreasing the magnetic field to the region labeled A shown in Figure 1.6 (b),

the size of potential valley increases as the Fermi level µ enters an extended state (see Fig-

ure 1.6 (b)). At some point, a potential valley connects both edges of the 2DES, as shown in

Figure 1.6 (d), and an electron injected from the left may travel across the sample along an

edge state [21]. Due to the chirality of the transport, the electron will backscatter to the left

contact, causing an increase in the longitudinal resistance. Meanwhile, the Hall resistance

Rxy will no longer be quantized but “jump” to the next (lower) plateau, a situation called

a plateau transition.

An additional example of the IQHE is presented in Figure 1.7 (a) for the case of bi-layer

graphene (BLG) (see Appendix A). In this figure, we plot the longitudinal conductivity σxx

and the Hall conductivity σxy (in units of h
e2

) as a function of gate voltage VT at a fix

magnetic field of B = 13.2 T. Two integer plateaus ν = −1 and ν = −2 can be observed by

controlling VT , which is equivalent to controlling the overall electron density n in the 2DES

(see Equation 1.17), which is equivalent to controlling the Fermi level µ (see Equation 1.3).
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Figure 1.6: (a) IQHE data from a GaAs/AlGaAs heterostructure at T = 12 mK. Each
plateau (indicated by Landau filling factors) in the Hall resistance Rxy is accompanied by
a vanishing longitudinal resistance Rxx (blue). The values of Rxy (red) in this figure are in

units of h
e2

, where h
e2
' 25812 Ω. (b) and (c) DOS diagram corresponding to regions A and

B in panel (a) of this figure. (d) The direction of electron flow in the 2DES.

1.4.4 Fractional Quantum Hall Effect and Composite Fermions

As the material quality reaches its highest level, with the least amount of defects and impu-

rities, the potentials introduced by disorder no longer dominate the behavior of electrons in

the 2DES and once can hope to observe the collective phenomena induced by Coulomb inter-

actions between the charge carriers in the 2D system. One of these phenomena which we will

discuss in the following is the fractional quantum Hall effect (FQHE), which in certain situ-

ations can be explained by the formation of quasi-particles called composite fermions (CFs).
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Figure 1.7: IQHE and FQHE data of tBLG device. Both σxx and σxy data are in e2

h unit
(see Equation 1.9). The data is taken when the device temperature is at 13 mK. The contact
gate voltage Vc = −4V to reduce the contact resistance. Bottom gate voltage VB = 0V . (a)
−2V ≤ VT ≤ −0.25V , the IQHE is observed. (b) Same data trace as in (a) but zoomed in
at −0.6V ≤ VT ≤ −0.2V , where FQHE is observed.

Our discussion of the FQHE will be presented in the context of our early measurements on

high-quality BLG devices (for additional details see Appendix A). The IQHE discussed in the

previous subsection can be used to explain the origin of integer plateaus such as those shown

at ν = −1,−2 in Figure 1.7 (a). However, the features near VT = −0.4 V (see 1.7 (b))

cannot be easily understood in the context of the IQHE. In Figure 1.7 (b) we see small

plateaus at fractional values of ν (i.e. ν = −1
3 ,−

2
5 ,−

3
5 ,−

2
3 and so on) centered around

ν = −1
2 . All of the features are examples of the FQHE, which was first observed in GaAs

heterostructure by Stormer and Tsui [22] and theoretically explained by Laughlin [23]. As

discussed previously, the IQHE can be understood by considering free electrons. In contrast,

to explain the FQHE, one need to take interactions between electrons into account. This

makes the problem much more challenging but also much more intriguing.

The fractional filling factors in the FQHE can be explained using the composite fermion

(CF) model, developed by Jainendra Jain [25]. The premise of this model is the concept of

the CF, in which electrons combine with flux quanta to create quasiparticles. The FQHE can
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Figure 1.8: Transformation of electrons in a magnetic field into CFs in an effective field [24].

largely be understood as the IQHE of CFs. Figure 1.8 is a set of schematic diagrams to show

conceptually how CFs are formed. In a 2DES subject to an external magnetic field, as the

field moves the Fermi level below the lowest Landau level ν = 1, each electron (blue dot) will

“absorb” two flux quanta (up arrows) and form a CF (red dot). Due to the flux attachment,

the effective magnetic field experienced by each CF is reduced to one flux quanta, which

corresponds to a effective magnetic field 1
3 of the original value. In this case the filling factor

for the electron is ν = 1
3 or ν∗ = 1 for the CF [20]:

|ν| = |ν∗|
m|ν∗| ± 1

, (1.18)

where m here is an even number and ν∗ is the integer filling factor for CFs and ν is the filling

factor for electrons. The plus(minus) sign in Equation 1.18 shows the integer Hall sequence

sitting to the right(left) side of |ν| = 1
2 . This equation fits the data for what we observed in

Figure 1.7 (b). The CF model is also in good agreement with the numerical studies made by

Laughlin [23] and it provides a useful, and unified way, to model different classes of quantum

Hall states.

As we will discuss in Chapter 6, as the quality of the halide perovskite 2DESs continues

to improve, we can hope to ultimately reveal signatures of the IQHE and FQHE in this new

class of quantum electronic materials.

21



Chapter 2

Epitaxial Single-crystal Halide

Perovskites: A Novel Platform for

Quantum Physics

2.1 Introduction

In the past 10 years, hybrid organic-inorganic halide perovskites have attracted immense

attention as an exceptional new class of semiconductors for solar harvesting [26], light emis-

sion [27], quantum dots [28] and thin film electronics [29]. Although efficiencies of solar cells

based on hybrid organic-inorganic perovskites have exceeded 22%, the toxicity of lead devices

and lead manufacturing, in addition to the instability of organic components, have been the

two key barriers to their wide application [30, 31]. In recent years, tin-based inorganic halide

perovskites CsSnX3 (where X=I, Br, Cl) have been considered promising materials to replace

the hybrid organic-inorganic halide perovskites, since tin is nearly one thousand times less

toxic than lead, plus CsX has similar toxicity to NaCl and KCl. These materials are semi-

conductors when undoped as shown in Table 2.1 for CsSnI3, [32], CsSnBr3 and [33] CsSnCl3.

In fact, CsSnX3 has been used recently for lasers [10] and light-emitting diodes [34], given

its high-quality and flexible crystal structure. However, we also note that the photovoltaic
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and electronic applications of typical solution-grown CsSnX3 have been less encouraging

and demonstrated relatively low efficiency [35]. The limited applications of these materials

is partially be due to the relatively low material quality caused by the presence of structural

defects. Even though progress has been made using inorganic halide perovskites, which are

considered as “defect-tolerant” when grown from solution, there is still a need to transition

these materials from polycrystalline layers to epitaxial single-crystal layers from improved

device quality and performance.

These material improvement also open the door to the possibility to study delicate and

emergent quantum many-electron phenomena, such as those described in the previous chap-

ter, in epitaxial halide perovskite devices. In fact, perovskite films have previously been

shown to exhibit various quantum phenomena at low temperatures, such as superconductiv-

ity [36] and ferroelectricity [37]. These observations indicate the potential of these materials

to host other quantum coherent transport if the devices are made of sufficiently disorder-

free materials. The group lead by our collaborator Professor Richard Lunt, here at MSU

in the Department of Chemical Engineering and Materials Science, is actively working on

making single-crystalline thin film devices with enhanced performance and quality. In par-

ticular one avenue of their research is to reduce the defect levels in halide perovskites to

enhance inorganic perovskite properties for electronic applications. Moreover, the heteroepi-

taxy of these perovskite films allows for devices with precise film thicknesses, controllable

structure, phase and orientation, integration into quantum wells, and opens the door to

more complicated quantum devices such as nanowires. Professor Lunt’s group has demon-

strated the ability to precisely grow epitaxial single-crystal halide perovskite thin films using

a vapor phase epitaxial growth method [38], which opens the door to new materials for

low-dimensional quantum electronic devices. To explore this research direction we have
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performed low-temperature magnetotransport measurements using devices made from these

epitaxial single-crystal halide perovskites thin film. Before discussing the low-temperature

quantum coherent transport phenomena we have observed in epitaxial single-crystal halide

perovskites thin films in Chapters 4 and 5, this chapter focuses on introducing the essential

physical and electrical properties of this class of semiconducting materials.

2.2 Epitaxial Single-Crystal Halide Perovskites Thin

Films

High-quality epitaxial thin film growth of halide perovskite, as well as halide perovskite quan-

tum wells has recently been studied in [9, 10, 38, 39]. “Epitaxial” growth of one crystalline

material on another is a type of growth in which the crystal being grown mimics the orien-

tation of the substrate, i.e. the two crystals attempt “lattice-matching”. More specifically,

the vapor phase epitaxy [40] of the CsSnI3 and CsSnBr3 thin film devices studied in this

dissertation was achieved on lattice-matched metal halide crystals with a congruent ionic

bonding technique. Vapor phase epitaxy is a physical vapor deposition process where mul-

tiple source materials are heated in baffled tungsten boats producing a high vapor pressure

stream in a thermal evaporator. Then, the evaporated materials traverse a vacuum chamber

and coat a single-crystal halide substrate. This epitaxial growth is monitored in situ using

a Reflection High-Energy Electron Diffraction (RHEED) system to study the evolution of

surface structures and to confirm a desired growth result. The resulting CsSnI3 and CsSnBr3

thin films have similar crystal structures as their substrates [38]. More detailed discussion

about the vapor phase epitaxy of our halide perovskites thin film devices can be found in

the following dissertation [40].
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In this section, several important aspects of the epitaxial single-crystal halide perovskites

thin films grown by Professor Lunt’s group are discussed. These include the procedures for

thin film growth, the crystal structures of the materials, which can be analyzed via x-ray

scattering and transmission electron microscopy (TEM). These characterizations demon-

strate the high quality of the epitaxial single-crystal thin film device produced, which were

then used in studying quantum coherent transport phenomena at low-temperature high

magnetic field.

2.2.1 Crystal Growth and Crystal Structures

In this subsection, we will briefly describe some of the most important steps in growing

epitaxial layers of single-crystal CsSnI3 and CsSnBr3 used in this dissertation, as well as the

crystal structures of the thin films.

Figure 2.1: (a) Crystal structure of epitaxial CsSnI3 on a single-crystal potassium chloride
(KCl) substrate (cyan is Cs, gray is Sn, red is I, green is K, blue is Cl) [41]. (b) RHEED
pattern of the KCl substrate (top panels) and CsSnI3 thin film showing well-defined crys-
talline streaks in both the KCl and epitaxially grown CsSnI3.
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Table 2.1: Crystallographic data of various phases of CsSnI3. Modified from [41] and [39].
Simulated bandgaps were calculated in Materials Studio 7.0 using the CASTEP module with
the B3LYP functional. At room temperature, only the orthorhombic and epi-tetragonal
phases have been observed for CsSnI3, along with a large bandgap orthorhombic phase (not
included).

Epitaxial single-crystal CsSnI3 thin film: The epitaxial CsSnI3 crystalline film

samples were grown in a custom Angstrom Engineering thermal evaporator by co-evaporation

from two tungsten boats containing precursor materials (CsI and SnI2, in a ratio of 1:1), with

each source having an independently calibrated quartz-crystal-microbalance rate monitor

and source shutter. A 50 nm thick CsSnI3 film was deposited stoichiometrically at a rate of

0.007 nm/s on a cleaved [100] surface of a potassium chloride (KCl) single-crystal substrate.

The growth was performed at pressures less than some 3 × 10−6 Torr and a temperature

of 22◦C. Crystal analysis was performed using in situ real-time RHEED [42] to determine

structure and film quality (see Figure 2.1). The RHEED scans were performed at 30.0 kV and

an emission current of less than 50 nA to reduce damage and charging on the perovskite film

during growth. With these measurement conditions, no damage was observed over typical

deposition times of up to 1-2 hr. Gold contacts (50 nm thick) for the electrical transport
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measurements were deposited on the perovskite layers using electron-beam evaporation at

a rate of 0.02 nm/s through a mechanical shadow mask located in the same deposition

chamber, with the same temperature and base pressure.

Figure 2.2: Calculated electronic band structures of CsSnI3. Calculated band structures for
the (a) orthorhombic and (b) epi-tetragonal phases of CsSnI3. The data were calculated in
Materials Studio 7.0 using the B3LYP DFT functional in the CASTEP module.

The resulting CsSnI3 epitaxial film is pseudomorphic to the KCl substrate as shown in

Figure 2.1 (a). This is confirmed by rotation-dependent RHEED patterns (Figure 2.1 (b)),

since the crystalline streaks in CsSnI3 greatly resembles those of single-crystal KCl. More-

over, the streaky patterns observed are indicative of smooth growth compared with spotty

patterns seen in rougher films (which will be discussed further in Subsection 2.2.3). The

crystal structure of our epitaxial CsSnI3 thin film at room temperature is similar to the high

temperature cubic phase but tetragonally distorted to epitaxial tetragonal (epi-tetragronal)

phase due to the in-plane tensile strain produced by the lattice mismatch. The lattice mis-

match between the epi-tetragronal phase of our CsSnI3 and face-centered-cubic (FCC) of

KCl substrate is 2% [39]. The RHEED data (Figure 2.1 (b)) also show a clear change in the

symmetry from FCC substrate to a primitive perovskite cell by the emergence of (01) streaks
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between the (02) streaks of the substrate. More information about the epi-tetragonal phase

(and other phases) of CsSnI3 used in this work is shown in Table 2.1. Epi-tetragronal CsSnI3

is a direct band gap semiconductor when it is undoped, with an experimentally determined

bandgap of 1.85 eV, and its calculated band structure is shown in Figure 2.2.

Figure 2.3: (a) Crystal structure of CsSnBr3 on NaCl (cyan is Cs, gray is Sn, dark purple
is Br, green is Na, purple is Cl). (b) RHEED pattern of the NaCl substrate (top panels)
and CsSnBr3 thin film showing crystalline streaks in both the NaCl and epitaxially grown
CsSnBr3 that vary as expected with rotation.

Epitaxial single-crystal CsSnBr3 thin film: For epitaxial single-crystal CsSnBr3

thin film samples, a 20 nm thick epitaxial film of CsSnBr3 was deposited stoichiometrically

on a cleaved [100] surface of a sodium chloride (NaCl) single-crystal substrate. The growth

of the epitaxial layer was performed at pressures less than 3× 10−6 Torr and a temperature

of 22◦C. The schematic structure of the epilayer and in situ real-time RHEED of the grown

epilayer are shown in Figure 2.3 (b), and the crystal structure of the thin film is shown in

Figure 2.3 (a). The CsSnBr3 epitaxial film is also pseudomorphic to the substrate (NaCl) as

we have seen from CsSnI3 (KCl). The additional (01) streaks (see Figure 2.3 (b)) emerge for

CsSnBr3 due to the primitive cell versus the face-centered cubic cell of the substrate. The
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lattice mismatch between the cubic phase of our CsSnBr3 to NaCl substrate is 2.8% [38]. In

addition, the undoped cubic phase of CsSnBr3 at room-temperature is a also a direct band

gap semiconductor with a experimentally determined band gap of 1.75 eV [32].

2.2.2 Transmission Electron Microscopes Images and X-ray Char-

acterization

Figure 2.4: TEM image of CsSnI3 epilayer on KCl. The dashed red line indicates the
interface between the CsSnI3 epilayer and the KCl substrate. Note that the areas of differing
brightness likely arise from local variations in the thickness of the TEM slice.

To provide further evidence that the films made by the methods discussed in the previous

subsection are both epitaxial and pseudomorphic, several additional characterizations of the

CsSnI3 devices have been made. Figure 2.4 is the widest view Transmission Electron Micro-

scopes (TEM) image of the CsSnI3 and KCl interface. This figure shows highly crystalline

CsSnI3 adlayer growth upon a terraced substrate surface without clear grain boundaries.

The presence of the slight lattice mismatch at the step edges is due to the 2% tetragonal

distortion of the lattice constant (c-parameter). This distortion creates a local strain around

the step edge that has been shown to induce a slight tilt of the film across the substrate,

which is common and has been observed in other epitaxial systems [43]. Thus, these steps in

the interface are not sources of grains but rather an inhomogeneous strain localized around
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the step edges. This is consistent with our observation of slight anisotropic alpha angle shifts

in x-ray pole figure scans, which will be discussed below (see Figure 2.5).

Figure 2.5: Pole figure data and epitaxial tilt. A simulated pole figure (a) of the CsSnI3
adlayer compared to experimental pole figure scans of the substrate (b) and perovskite (c).
The red arrows indicate the direction of the pole shift (lengths exaggerated).

Before describing Figure 2.5, we will give a brief introduction to the pole figure measure-

ment. Unlike x-ray diffraction (XRD) which determines atomic and molecular structure of

a crystal, pole figure measurement is used to study the orientation distribution of crystallo-

graphic lattice planes and textures. Each pole figure corresponds to a unique orientation of

a sample plane. The way to collect a pole figure is to perform a stereographic projection, in

which the the crystal structure of the sample needs to be well known so that the diffraction

angle of the x-ray corresponding to the lattice plane can be set for the scan. The diffracted

intensity is collected by varying two geometrical parameters: the tilt angle from the sample

surface normal direction (α) and the rotation angle around the sample surface normal direc-

tion (β). The collected data is plotted as a function of α and β [40]. For our CsSnI3 sample

the pole figure scans in Figure 2.5 contain poles that are shifted away from their ordinarily

radially-symmetric positions, as seen in both the simulated and experimental pole figures.
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This tilt is not observed in the pole figure of the underlying KCl substrate, indicating that

the tilt is indeed caused by an angled surface of the film and not from a tilted substrate.

Figure 2.6: TEM images and associated FFT analysis for the CsSnI3 adlayer ((a) and (b)).
TEM images and associated FFT analysis of the KCl substrate ((c) and (d)). Selected Area
Electron Diffraction (SAED) for the CsSnI3 epilayer (e).

Figure 2.6 illustrates the TEM analysis and Selected Area Electron Diffraction (SAED) of

a CsSnI3 epilayer. We note that tetragonal distortion of the CsSnI3 layer should be observed

in the Fast Fourier Transform (FFT) images but is difficult to see from the pattern due to

the relatively small amount of tetragonal distortion. In fact, the tetragonal distortion can be

more clearly extracted from the TEM image by counting rows of atoms horizontally versus

vertically. Layer shown in panel (e) clearly show the tetragonal distortion that leads to the

tensile reduction in the crystal c-direction.

2.2.3 Growth Ratio and Rate

This section describes how the precursor growth ratio and growth rate can influence the

resulting epitaxial thin films, and to provide more evidence supporting the high-quality of

our epitaxial thin films. We will start by discussing the impact of different growth precursor
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Figure 2.7: RHEED scans of CsSnI3 on KCl with varying precursor ratios of CsI:SnI2 showing
changes in crystal structure and quality as growth leaves the stoichiometric ratio of 1:1. The
scans show the KCl substrate (top) and the epitaxial film at several hundred angstroms
(bottom).

ratios. As described in section 2.2.1, the Cs:Sn ratio used for growing epitaxial single-crystal

CsSnI3 thin film on KCl is nominally 1:1. The successful epitaxial growth with this ratio

has been confirmed by the RHEED pattern in Figure 2.1 (b). If growth is performed with

a different ratio of Cs:Sn, we do not get the desired result, which is confirmed in Figure 2.7.

A 2:1 growth ratio results in an essentially amorphous film, and can be seen in the complete

lack of clear streaks or spots in the RHEED pattern due to the presence of a large number of

Sn vacancies in the resulting material. A 1:2 growth favors the incorporation of Cs vacancies

and results in a rough crystalline film that is likely CsSn2I5, analogous to a similar bromide

compound (CsSn2Br5) seen in Ref. [38].

In addition, the growth rate of the thin film is another important factor for producing

epitaxial thin films. Figure 2.8 shows the RHEED scan of a CsSnI3 thin film whose growth

is performed at a higher growth rate (0.1 nm/sec) compare with the film (0.007 nm/sec)

shown in Figure 2.1. The bottom images are different rotations of the final film, showing

spotty (rough) patterns. The low growth quality at high rates likely stems from imbalance of

32



the lower reaction rate with high deposition rate that leads to an accumulation of vacancies

and non-uniform (island) growth. The presence of half order spots indicates a larger unit

cell that may result from the presence of Cs vacancies similar to the 1:2 growth shown in

Figure 2.7.

Figure 2.8: RHEED scans of KCl (top image) with the CsSnI3 growth (bottom images)
performed at a high growth rate (0.1 nm/sec). The bottom images are different rotations of
the final film, showing spotty (rough) patterns. The low growth quality at high rates likely
stems from imbalance of the lower reaction rate with high deposition rate that leads to an
accumulation of vacancies and non-uniform (island) growth. The presence of half order spots
indicates a larger unit cell that may result from the presence of Cs vacancies similar to the
1:2 growth shown in Figure 2.7.

2.3 Air-Stability of Halide Perovskites

This section discusses the stability of the halide perovskites in air. It is well known that

upon exposure to air CsSnI3 transforms into Cs2SnI6, and this transformation would pre-

vent us from studying the low-temperature quantum coherent transport of CsSnI3 unless

careful precautions are taken (see Section 3.5). Therefore, knowing how quickly the mate-

rial degrades after exposure to air is important for developing protocols for device handling,
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Figure 2.9: (a) XRD scans of a 50 nm epitaxial CsSnI3 film degrading over time while
exposed to air. At 3 hours, the perovskite peaks begin to disappear and the degradation
product, Cs2SnI6, appears. (b) Optical images of the degrading perovskite sample, showing
the transformation from the brown CsSnI3 to the transparent Cs2SnI6. (c) Resistance R
versus time of an epitaxial CsSnI3 film device exposed to the air. Changes in the resistance
begin to occur after ∼ 20 min, likely due to the degradation at the interface first and a
greater sensitivity in the resistance measurement overall. After several hours the resistance
of the device becomes > 50 MΩ.

transferring and wiring up. Below we describe several methods we have used to characterize

the air sensitivity of our devices.

First, we characterized the air sensitivity of our epitaxial devices CsSnI3 using XRD

(see Figure 2.10 (a)) to monitor the changes in crystal structure. The first observation of

change in the XRD peaks (indicating the transition of CsSnI3 to Cs2SnI6) begins to occur

after approximately 3 hours in air. Additionally, simply monitoring the CsSnI3 device color

as we expose it to the air is an effective characterization of the device degradation. As shown
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in Figure 2.10 (b), there is a clear color change (from brown CsSnI3 to transparent Cs2SnI6)

of the sample after several hours of exposure to air.

Furthermore, the results of room-temperature resistance measurements (see Figure 2.10 (c))

of the CsSnI3 epitaxial layers are a precise measure of material degradation in air. During

the first 15-20 minutes, the device resistance does not change significantly. With continued

exposure we clearly observe an increase in the device resistance as time increases, which

continues until it is > 50 MΩ. We attribute this behavior to the known transformation

of CsSnI3 into Cs2SnI6 upon exposure to the air [44]. These results demonstrate that the

device resistance serves as non-invasive probe for monitoring the stability of the epitaxial

layer and for confirming that it has not transformed to Cs2SnI6.

Figure 2.10: Upon exposure to air, CsSnBr3 undergoes a chemical transformation leading to
marked change in color (brown to transparent). The rate of this air-driven material change
increases increased temperature as shown in the figure.

Similar to CsSnI3, transformation from CsSnBr3 to Cs2SnBr6 caused by exposure to

air can also been observed using similar methods as described above. In Figure 2.10, we

present data showing the color change of several CsSnBr3 films in air with various amount

of heating, which also shows that heating speeds up the process of film degradation, as one

might expect.

35



Chapter 3

Measurement Setup and Procedures

This chapter details the experimental setups and equipment used for the low-temperature

magnetotransport measurements in this dissertation. Important measurement techniques

and procedures are also discussed.

3.1 Dilution Refrigerator

A dilution refrigerator (DR) is essential to a modern low-temperature physics lab, as it brings

the target system to low temperature where quantum phenomena can be observed. Thus,

in this section we will discuss the basic principle of the dilution refrigeration process, and

introduce the DR system used for the low-temperature transport measurements.

3.1.1 General Introduction

All the cryogenic temperature measurements in this dissertation were performed using a

BlueFors LD400 cryogen-free DR system. The four basic components of this system are

described below:

The cryostat: The cryostat (supported by a tripod, see Figure 3.1(a)) contains helium

pumping (returning) lines, heat exchangers, thermometers, electrical wiring and flanges at

different temperature stages, etc. Devices are mounted and tested at the coldest stage of the
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Figure 3.1: Photos of the Bluefors LD400 cryogen-free dilution refrigerator (DR) system.
(a) The cryostat and its supporting frame. (b) The control unit.

cryostat called the mixing chamber, which can achieve T ' 10 mK.

The control unit: The control unit (Figure 3.1(b)) contains all the electronics to control

the DR system. Different from a traditional DR with manual valves located in a gas handling

system (GHS), in our Bluefors LD400 DR, pneumatic valves in the GHS can be controlled

remotely through the control unit. The status of the GHS and cryostat are also displayed

in the control unit, which can itself be operated remotely via a computer interface.

The gas handling system (GHS): The GHS (Figure 3.2 (a)) is contained in a single

cabinet. It contains turbo pumps, scroll pumps, pumping lines, valves, pressure gauges and

mixture tanks, etc, which are necessary to the operation of the DR system.

The pulse tube compressor: The pulse tube and compressor (Cryomech CP1000

series PT415) are essential for pre-cooling the DR to a temperature at which liquid helium

liquefies, so that no external supply of cryogenic liquids is needed. Because of the vibrations

they produced, the GHS and pulse tube compressor are placed in a separate room away from

the cryostat and control unit.
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Figure 3.2: (a) Gas handling system (GHS) of the Bluefors LD400 cryogen-free DR with
cold trap attached. (b) Cryomech CP1000 series PT415 pulse tube compressor with a fan
and booster pum., which help cooling the compressor during the operation.

3.1.2 Dilution Refrigerator Operation Principles

Next, we will describe the fundamental principles of the DR’s cooling cycle, which is the

only system that can provide continuous cooling power at T < 300 mK. The DR in our lab

can achieve a lowest temperature ∼7 mK at the mixing chamber stage. The cooling power

of the DR is provided produced by the dilution of a mixture of Helium-3 (3He) and Helium-4

(4He) isotopes [45].

To run the dilution refrigerator cooling cycle, we first pre-cool the system to a temperature

at which liquid helium liquefies (4.2 K) using the pulse tube. At this temperature, the

mixture of 3He and 4He is introduced into the DR to cool down the system even further.

The general idea of this process is the following: at saturated vapor pressure, pure 4He

undergoes a phase transition at 2.17 K from a normal fluid into a superfluid. If we dilute

the 4He with 3He, the superfluid transition temperature of the 4He in this mixture will also

decrease (see Figure 3.3).When the temperature is below 0.8 K, the mixture of 3He and
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Figure 3.3: Phase diagram of liquid 3He/4He [45].

4He undergoes spontaneous phase separation into a 3He rich phase (concentrated phase)

and 3He poor phase (dilute phase). At very low temperatures, the concentrated phase is

almost pure 3He, while the dilute phase contains about 6.6% 3He, and they are separated

by a phase boundary [45]. The enthalpy of 3He in the dilute phase is larger than that in the

concentrated phase. As a consequence, the energy (heat) is required if 3He is taken from

the concentrated to the dilute phase. The place where the heat exchange between these two

phases happens is called mixing chamber (MXC), it is the coldest stage of the DR system.

To show how to realize the refrigeration process, we present schematic diagram of our

cryogen-free DR (Figure 3.4 (a)), along with a photo showing what is inside the cryostat

(Figure 3.4 (b)). After pre-cooling, the system is below 4.2 K. The mixture of 3He and 4He

is condensed into the system via the 3He condensing line, and we fill the entire MXC with

the mixture. After that, the DR cooling cycle is started by pumping the mixture from the

MXC via the still pumping line (the mixture pumped out will return to the MXC through

condensing line), and the system will be cooled down below 0.8 K by evaporative cooling.
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Figure 3.4: (a) Schematic diagram of a cryogen-free (“dry”) DR. (b) Photo shows the inside
of the Bluefors LD400 DR cryostat. Note that the still pumping line and 3He condensing
line contain heat exchangers to help thermal contact.

Once the phase separation starts to show up in MXC, the dilute phase of mixture sinks

below the concentrated phase because it is more dense.

When the MXC temperature goes below 0.8 K, the helium pumped from dilute phase is

almost pure 3He. This is because the vapor pressure of 3He is at least two orders of magnitude

higher than vapor pressure of 4He [45]. As the DR runs continuously, the 3He pumped from

the MXC will be re-condensed (with the help of, (i) heat exchangers connected to the still

and condensing line, and (ii) heat exchange between condensing line and refrigeration part

of the DR driven pulse-tube) and return to MXC. This closed loop of 3He circulation brings

the MXC to its lowest temperature (∼10 mK). The cooling power of the system therefore

strongly depends on the 3He circulation rate across the phase boundary in the MXC. The

circulation rate can be increased by applying heat to the still, increasing the 3He vapor
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pressure, resulting in a higher throughput of 3He through the circulation pumping system.

3.2 Superconducting Magnet

To reveal the collective behavior and quantum coherent transport of charge carriers at low

temperatures in a 2DES, it is necessary to apply a strong magnetic field to the system. In

this section we describe the magnet used in our experiment to apply the necessary field.

Figure 3.5: Photos of the AMI 14T integrated cryogen-free superconducting magnet system.
(a) cryogen-free superconducting magnet. (b) From top to bottom are the power supply
programmer, power supply and Agilent HP 34401A multimeter. The multimeter is used to
measure the voltage drop across a resistor (R = 50 mV

150 A = 0.33 mΩ) in series with the magnet
winding to calculate the current flow through the magnet solenoid. The field-to-current
factor of this magnet is 0.1313 T/A.

Our magnet system is an integrated cryogen-free superconducting magnet system (see

Figure 3.5) manufactured by American Magnetics Inc. Compared with traditional liquid

helium cooled magnet systems (i.e. “wet” magnets), the cryogen-free magnet (“dry” magnet)

does not involve external cryogenic liquid for cooling. The magnet (see Figure 3.5 (a))

consists of compensated solenoids, and it is manufactured in a configuration to accommodate

the requirements of our measurements and the size of Bluefors LD400 DR. The cryogen-free
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magnet in this system connects to the 4K stage of the DR. Once the cool-down cycle of the

DR is complete, the solenoid made of Nb3Sn wire is below its superconducting transition

temperature (18.3 K), and will carry current without resistance.

The superconducting magnet can also be operated in persistent mode, without connection

to the external power supply providing the current to the solenoids. This is achieved via

a short section of superconducting wire connected in parallel to the solenoid, i.e. the so-

called “persistence switch”. When the switch is heated via a connected heater it will become

a resistive normal conductor. When the appropriate operating current in the magnet is

achieved, the heater can be turned off and the persistent switch is allowed to cool until it

becomes superconducting. At this point, the power source to the magnet is no longer needed

and a constant magnetic field is created via current flowing through the magnet windings

and the persistence switch.

The magnet can create up to 14 T magnetic field in a bore with a diameter of ∼2 inches

with field-to-current factor is 0.1313 T/A. Appendix D provide additional details about how

to properly operate the magnet and avoid a quench.

3.3 Cold-Finger and Sample Stages

Before mounting a device to the DR and performing low-temperature magnetotransport

measurements, we must consider two important points. First, we need to thermally connect

our device to the MXC, so that the device can be cooled down to mK temperatures. Sec-

ond, we must make sure that the device is in a specific location along the central axis of

the solenoid, thus ensuring that the magnitude of the magnetic field applied to the device

corresponds to the correct value. To address these two points, a “cold-finger” is specifically
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designed (see Figure 3.6 (a)) [46]. The silver rods in this cold-finger are used to transfer heat

from the sample to the MXC, and they are annealed to reduce crystal defects. Six alumina

rods mechanically support the cold-finger and reduce eddy currents induced as we change

the magnetic field. The brass connections at the bottom of the alumina rods are spring

loaded to provide stability and account for thermal contractions. Additionally, the length of

the rods and the height of the sample stages (shown in Figure 3.6 (c) and (d)) are carefully

designed so that the device to be measured sits exactly 41.5 cm below the MXC, where the

magnetic field of the solenoid is calibrated.

Figure 3.6: (a) Photo of the thermal cold-finger. Notice that the 16-pin socket connector
is not connected to the cold-finger and each of the 16 pins is connected in series with a
10 kΩ resistor. Two SMA connectors are connected with coaxial cable, and they run all
the way to the top of the cryostat. They enable the ability to apply radio-frequency (RF)
signals to the sample. (b) Photo of breakout box which is connected to the 16 pin socket
connector in (a). (c) Customized sample stage for measuring the critical temperature of a
thin superconducting Nb wire. The mylar capacitors are indicated. (d) Another customized
sample stage for the GaAs/AlGaAs heterostructures transport measurement discussed in
this dissertation.
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Customized sample stages can be made for different measurements and mounted to the

lower end of the cold-finger. The sample stage shown in Figure 3.6 (c) was used to measure

the critical temperature of thin superconducting Nb wires where the plane of the Nb wire

device was aligned parallel to the magnetic field. This sample stage can be also modified,

as shown in Figure 3.6 (d), to perform quantum Hall measurements on GaAs/AlGaAs het-

erostructures, in which the 2DES sample is placed perpendicular to the applied magnetic

field. The body of the sample stage is made of Oxygen Free High Conductivity (OFHC)

copper. There are 16 leads to the sample stage, each of these 16 leads is physically connected

to electrical and thermal ground with a in-line thin film mylar capacitor (see Figure 3.6 (c)).

This 470 pF mylar capacitor, along with a 10 kΩ resistor in series with each measurement

line, functions as a low-pass filter that attenuates high frequency (200 KHz) noise. The

device to be measured can be electrically connected to the 16 leads on the sample stage that

are connected to a breakout box at the top of the cryostat (see Figure 3.6 (b)). This breakout

box has switches to control the open/ground configuration of individual measurement leads

in the cryostat. Moreover, we connect measurement instruments to the samples through the

breakout box.

3.4 Low-Frequency Lock-In Measurement

This section describes how the low-frequency lock-in transport measurements presented in

this dissertation are performed at low temperatures. The typical lock-in used is the Stanford

Research Systems lock-in amplifier SR830. An internal oscillator in the lock-in generate a

sinusoidal voltage at a certain frequency f . Due to the orthogonality of sine and cosine

functions, a multiplier inside the lock-in will only detect the signal at this frequency f

44



without measuring contributions from other signals with different frequencies. This means

if a measurement is performed in an extremely noisy environment, a small signal can be

amplified and detected.

Figure 3.7: (a) Stanford Research Systems lock-in amplifier SR830. The five most important
ports and readout X Channel are marked by the blue arrows. (b) Keithley Series 2400 source
meter. This source meter functions as a highly accurate voltage source to control the density
of charge carriers in 2DES. It can also function as a voltage (or current) meter.

Here we will briefly describe the most commonly used features/ports of the SR830 (see

Figure 3.7 (a)). Each of these ports serves a unique function in the process of low-temperature

transport measurement. (I) Sine wave output. This port can source a variable amplitude

voltage at a fixed frequency and phase. (II) Current input I (or voltage input A). This

port is used to measure a current from the sample. It can also be used to measure a voltage

relative to ground. (III) Voltage input B. This port can be used with voltage input A to

measure differential (A-B) voltage drop. (IV) & (V) Reference wave out and refer-

ence wave in. Both of these ports are important for measurement which involves multiple
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lock-ins. The reference wave out port can source a reference signal, which has the same

waveform as the signal coming from the sine wave output. The reference wave in port can

receive a reference signal from an other lock-in, so that two lock-ins are synchronized. A

more complete description of the operation of a lock-in amplifier can be found in the thesis

of Dr. Heejun Byeon Ref. [47].

3.4.1 Four-Terminal Lock-In Measurement on Hall Bar

Subsection 1.3.2 describes the Hall bar device geometry for a 2DES (see Figure 1.2). In

this device geometry, if a current is sourced along the sample, the measured longitudinal

voltage Vxx and transverse (Hall) voltage Vxy can be used to obtain the resistivity and

conductivity of the device. In this subsection, we discuss how to perform four-terminal

transport measurements on a Hall bar 2DES device, such as the bi-layer graphene (BLG)

device discussed in Subsection 1.4.4 and Appendix A, as well as methylammonium lead

iodide (MAPbI3) device discussed in Chapter 6.

In Figure 3.8, lock-in A sources a voltage V at frequency f and measure the current I at

frequency f flowing from contact 1 to 2 through the sample. Lock-in B is used to measure

the voltage drop Vxx across contacts 4 and 6 of the sample. Additionally, in this setup we can

also perform a Hall measurement of Vxy across the 2DES using lock-in C, which corresponds

to the voltage drop across contacts 5 and 6. To perform this measurement, all three lock-

ins are referenced to the same measurement frequency f . Both measurements of Vxx and

Vxy are four-terminal measurements since they use separate pairs of current-carrying and

voltage-sensing wires. In some transport measurements on a 2DES, one or several Keithley

2400 source meters (shown in Figure 3.7 (b) and Figure 3.8) are used to supply gate voltages

to the sample. This allows for controlling of the charge carrier density in the sample (see
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Appendix A for more details).

Figure 3.8: Illustration of a four-terminal transport measurement on a 2DES having a Hall
bar device geometry. Lock-in A is used to source a voltage and measure the current I
(typically between 10 nA to 100 nA at ∼13 Hz) through the 2DES. Lock-in B and C
measure Vxx and Vxy. A voltage divider and (or) a large resistor can be attached inline with
the output port of lock-in A (illustrated by the dashed circle) to control the current flow
through the 2DES. The green shaded area represents the gate electrode of the device, which
can be connected to a voltage source, and used to tune the electron density.

The most important benefit of four-terminal measurements is that it allows for the mea-

surement of the electrical resistance of the device separate from that of the Ohmic contacts.

This is an extremely valuable feature, given that the contact resistances to a 2DES can

dominate the resistance of the 2DES itself. Additionally, the four-terminal measurement

eliminates the lead resistances from the measurement. Four-terminal measurements on a

Hall bar geometry device can also be used to determine the charge mobility and the charge

density of the device. When performing four-terminal measurement at cryogenic tempera-

tures, small excitation signals (between 10 nA to 100 nA) are often used to prevent heating

of the electrons in the sample out of thermal equilibrium with their surrounding lattice and
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cryostat. This small signal is typically sourced at a low frequency (∼13 Hz) to eliminate

parasitic capacitive electrical signals from the measurement [48]. A common way to produce

such a small excitation signal is to use a voltage divider in series with the lock-in output.

This will reduce the amplitude of the voltage sourced by the lock-in 1. When the resistance of

the device to be measured is unknown, we often connect a large (∼ MΩ) resistor, which sets

an upper limit on the current passing through the device and prevents unexpected heating

of the MXC.

3.4.2 Two-Terminal Measurements of Epitaxial Single-Crystal Halide

Perovskites Devices

In the previous subsection, we discussed the advantages of performing four-terminal mea-

surements. However, there are sometimes constraints regarding the sample that prevent

four-terminal measurement from being feasible. In these cases, we can only make limited

number connections to the surface of the sample and must perform two-terminal measure-

ments with one pair of current-carrying and voltage-sensing electrodes.

This is the case for the quantum coherent transport measurements performed on the

halide perovskites devices described in this dissertation. Here we briefly discuss how to

perform these two-terminal measurements, and how we can derive the electrical conductiv-

ity and resistance of samples measured in this fashion. Figure 3.9 (a) and (b) show two

schematics of the experimental setups for two-terminal transport measurements of CsSnI3

and CsSnBr3 thin film devices from Refs. [11, 12]. The equivalent circuit diagram represent-

ing the experimental setups in Figure 3.9 (a) and (b) is shown in Figure 3.9 (c). Here, Vdrive

is the voltage sourced from the lock-in and this lock-in simultaneously measures the current

1The SR830 lock-in can output a voltage from 0.04 V to 5 V

48



Figure 3.9: Two-terminal transport measurement of epitaxial CsSnI3 thin film devices (a)
and epitaxial CsSnBr3 thin film devices (b). The current measured flows through the two
gold contacts (yellow regions). (c) Equivalent electrical diagram of (a) and (b). Rx represents
the resistance of an external current limiting resistor series with the total sample resistance.

I flowing through the sample. The voltage drop across the gold contacts on the sample is

Vm, which corresponds to the total device resistance Rt including the contact resistance Rc

between a gold pad and the thin film as well as the resistance of the sample between the two

god pads Rs.

Device geometry: Our CsSnI3 and CsSnBr3 sample have similar geometry. The overall

sample size is 5 mm × 3 mm consisting of a halide (KCl for CsSnI3 and NaCl for CsSnBr3)

single crystal substrate. The thickness of epitaxial film grown on top of this substrate was

50 nm for CsSnI3 and 30 nm for CsSnBr3. Two gold contacts (0.5 mm × 2 mm with 50 µm

separation) were e-beam evaporated to the top of the epitaxial film and these contacts had

a thickness of 100 nm.

Two-terminal measurements of CsSnI3 devices: The epitaxial CsSnI3 devices stud-
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ied showed relatively low resistance (< 200Ω) at temperatures < 300 K. In the two-terminal

measurements, we typically sourced a voltage Vdrive = 0.1 V and used a series resistor

Rx = 10 MΩ to create a current I which flows through the two gold pads. This current can

be treated as a constant due to the small resistance of our CsSn3 device relative to Rx. In

this setup, I ≈ 0.1V
10MΩ+20 kΩ = 9.98 nA, consistent with what is measured independently via

the lock-in amplifier. Then the total sample resistance is given by Rt = Vm/I. The conduc-

tance which corresponds to this resistance can then be derived from the known geometry

of the device and and assumption of uniform current flow through the sample between the

rectangular gold contacts.

Two-terminal measurements of CsSnBr3 devices: In contrast to the CsSnI3 sam-

ples, the epitaxial CsSnBr3 devices studied in this dissertation are highly resistive at temper-

atures < 10 K. As a consequence, for the low-temperature transport measurements, a large

ballast resistor Rx is no longer needed. Additionally, the epitaxial single-crystal CsSnBr3

devices showed a large negative magnetoresistance (see Chapter 5), so the current I varies

dramatically as we increase or decrease the magnetic field. Thus, in the two-point mea-

surements of the CsSnBr3 devices, we independently measure the current I flowing through

the circuit directly with a lock-in amplifier. The total device resistance is then given by

Rt = Vm/I.

3.5 Preparation and Handling of Epitaxial Single-Crystal

Halide Perovskite Devices

As described in Section 2.3, epitaxial single-crystal CsSnI3 and CsSnBr3 thin film devices

are sensitive to air, and will decompose when exposed to ambient conditions. To prevent
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the decomposition of the devices in an oxygen-rich environment, we developed protocols to

keep the CsSnI3 and CsSnBr3 devices in a high-vacuum or dry-nitrogen filled environment,

from start to finish, during sample fabrication, transferring, and measurement.

3.5.1 Wiring-Up Samples in Glove Bag

Figure 3.10: (a) Photo of the ample preparation glove bag. The location of optical micro-
scope, soldering iron, oxygen level sensor, dipstick and dry nitrogen supply line are labeled.
A nearby probe station can be placed into the glove bag when needed. (b) Top and side
photos of the 16 pin chip carrier. (c) Photo of the sample container used to transport samples
between labs.

Halide perovskite samples are properly sealed and transferred from growth chamber to

our lab in a container which is completely isolated from air. This container includes two

KF vacuum end blanks, a KF o-ring and a KF clamp (see Figure 3.10 (c)). To perform

wire-up of the halide perovskite device on a chip carrier, we place our sample container into

a glove bag (see Figure 3.10 (a)) containing an optical microscope and supplies needed for

making electrical contact to the devices. The glove bag is purged with dry nitrogen gas

before opening the sample containers. The level of humidity and oxygen in the bag are
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continuously monitored via commercial sensors.

When the oxygen level of the glove bag is sufficiently low, we open the sample container

and transfer the samples to a 16 pin chip carrier (see Figure 3.10 (b)). This chip carrier is

manufactured by Spectrum Semiconductor Materials (part number: CSB01652). It can be

mounted to the common 18 pin sockets shown in Figure 3.11 (b) and 3.12 (a). The gold

contacts on our halide perovskite samples are connected to the pads on chip carrier via gold

wires. The typical solder joint between gold wire and contact pad is made of an indium-tin

alloy. The soldering is performed using a Weller soldering station that can precisely control

the temperature of the fine soldering tip. In addition, a probe station can be placed into

the glove bag for checking sample and contact viability before low-temperature transport

measurements.

3.5.2 Measurement at Liquid Nitrogen Temperature

Figure 3.11: (a) Dipstick and nitrogen dewar for temperature dependent characterization of
halide perovskite thin film devices down to 77 K. (b) 18-pin socket at the end of the dipstick
for mounting the halide perovskites device. (C) A brass cap with diode temperature sensor.
The cap can be connected to the end of the dipstick electrically and mechanically.
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Before performing measurement on halide perovskite devices at millikelvin temperatures,

we first check the low-temperature viability of a device and its electrical contacts. To do

this, we perform transport measurements at liquid nitrogen temperature T = 77 K by using

a “dipstick” (see Figure 3.11 (a)). The dipsitck consists of a breakout box similar to the

one in Figure 3.6 (b) and an 18-pin socket connector (see Figure 3.11 (b)). At the end

of the dipstick, both the chip carrier and a brass cap with a silicon diode temperature

sensor (see Figure 3.11 (c)) are connected. This temperature sensor is made by Cryocon

(part number: S950-A-BB), and has a wide temperature range (1.4 K to 370 K). We use a

Keithley Series 2400 source meter (in 4-wire mode) to record the voltage across temperature

sensor and convert the voltage to temperature using the manufacturer provided calibration.

The dipstick is also outfitted with a connection for flowing dry nitrogen during cool-down

and warm-up of the device to prevent exposure to moisture in the air. Before the liquid

nitrogen measurement, the lower end of the dipstick is kept inside the glove bag and the

sample can be loaded onto the dipstick without exposing it to air (see Figure 3.10 (a)).

3.5.3 Hermetically Sealed Sample Cell

Figure 3.12: Hermetically sealed sample cell for low-temperature halide perovskites mea-
surements in the LD400 DR.
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A hermetically sealed sample cell is used for low-temperature (10 mK) and high-magnetic

field (14 T) measurements. The body of the cell is made of OFHC copper and the sample is

attached to an 18-pin chip carrier within the cell. The device is loaded into this cell within a

dry nitrogen environment in the glove bag and the cell is sealed with a conventional indium

O-ring compatible with cryogenic measurements. The sample cell is then mounted on to the

cold finger of the DR. To check if the cell is hermetically sealed, after loading the cell onto

the DR, we perform a resistance versus time measurement of the halide perovskite device to

make sure the device is not in the process of degrading due to an air leak into the cell.
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Chapter 4

Quantum Interference and Weak

Anti-localization in Epitaxial CsSnI3

4.1 Introduction

In this chapter, measurement results of quantum coherent transport and localization of

charges in epitaxial single-crystal CsSnI3 thin films will be presented. A comprehensive

discussion of weak localization (WL) and weak anti-localization (WAL) will be given in this

chapter to interpret the measured data and discuss the experimental results. The observation

of WAL and long charge carrier phase coherence length in epitaxial CsSnI3 device will be

presented, along with a possible explanation regarding the origin of the spin-orbit interaction

in this material. These results represent the first observation of long charge carrier phase

coherence length in epitaxial halide perovskites. Much of this chapter will cover the results

presented in Ref. [11].

4.2 Electrical Conductivity in the Drude Model

The electrical conductivity σ is one of the most important physical parameters of a low-

dimensional system. The way to obtain it is using Ohm’s law. The vector form of Ohm’s
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law is:

~j = σ ~E , (4.1)

where ~j is the current density and ~E is the electric field. Ohm’s law shows that if there is

a electric field applied across a low-dimensional system, a current density will flow through

the system, and this current density is dictated by the conductivity of the material, which

will be a tensor in its general form (see Subsection 1.3.2).

The Drude model proposed by Paul Drude [15], is a classical model to explain how elec-

trons move inside materials. It is an application of the kinetic theory of gases to systems in

which charged particles can move. The most fundamental idea of this model is to treat the

microscopic behavior of electrons in a classical way. The Drude model assumes that elec-

trons are constantly bouncing between impurities or defects in a material while propagating

in a straight line between scattering centers, and the electrons do not interfere with each

other. The time between each collision is identical and independent of electron’s velocity and

position. The conductivity in the Drude model can be derived using the following method.

Consider an electron with velocity v and charge −e. Then, a system with charge density n,

will have current density:

~j = −ne~v . (4.2)

The electron velocity ~v will be zero if there is no applied electric field. When the electric

field is applied, the electron will pick up the following velocity:

~v = ~v0 −
e ~Et

m
, (4.3)

where t is the time passed since the last collision and v0 is the electron velocity after the
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last collision. If we average Equation 4.1 over time we can eliminate v0. By taking the time

average, we can also replace time t with the average scattering time between collisions, i.e.

the relaxation time τ . If we then consider Equations 4.1, 4.2, 4.3, we get the following

relationship between the current density ~j and the electric field ~E:

~j =

(
ne2τ

m

)
~E . (4.4)

The conductivity ne2τ
m here is called the Drude conductivity. This model has been applied

to a variety of electrically conducting systems such as metals. However, one can see short-

comings of this model. One of the shortcomings is that the electrons will not interact with

the electric field created by other moving electrons, i.e. electron-electron interactions are

not included in this model. Also, whether electrons can be treated as classical particles

is often questionable. The de Broglie wavelengths of electrons are on the nanometer scale

at low temperatures. This means that electrons cannot be treated as classical particles at

low temperatures (since they have substantial wave character) under the conditions of the

Drude model [49]. In particular, quantum interference will need to be added to the model

to accurately describe many low-temperature phenomena.

4.3 Quantum Transport in Solids

4.3.1 Characteristic Length Scales in Different Transport Regimes

We want to first start by describing the different characteristic lengths associated with elec-

tronic transport in solids in the quantum regime. Due to interference effects, the transport

behavior of charge carriers can be strongly influenced by these length scales in the quantum
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regime. These relevant characteristic lengths are the followings [50]:

� The macroscopic scale of the sample L: L can be either the length or the width

of a thin film sample.

� The mean free path l: The mean free path l is the average distance over which

a moving charge carrier propagates before substantially changing its momentum due

to potential scattering with scattering centers in the material. The mean free path is

related to the concept of the relaxation time τ , which is the average time over which

the momentum of the charge carrier is reversed through a series of scattering events

in the material. The relation between the mean free path and relaxation time τ is

l = νF τ , where νF is the Fermi velocity [51].

� The phase coherence length lφ: The phase coherence length lφ is the average

distance that a charge carrier can travel before losing its phase coherence. The average

time that elapses between dephasing events τφ is also associated with the quantum

phase coherence, and is called phase coherence time. In the quantum diffusive transport

regime lφ =
√
Dτφ, where D is the charge carrier diffusion constant [16].

Due to rapid advances in the high-quality growth anfabrication of mesoscopic and nanoscale

structures, it is possible to study different materials in which the average impurity spacing

is about the same as the sample dimensions. Thus, it is important to distinguish different

transport regimes so that we can clearly understand the observed phenomena and the relation

between different length scales relevant to quantum transport.

Ballistic transport happens when l is much greater than the sample dimension. In this

regime, there will be no scattering when the charge carriers transport through the sample

(see Figure 4.1 (a)) due to a low amount of impurities. In contrast, when l is much less than
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Figure 4.1: Schematic illustration of different electronic transport regimes in solids [50]. The
blue dots represent impurities (scattering centers) and arrows mark the trajectories that
charge carrier travell. (a) Ballistic transport regime. (b) Semi-classical diffusive transport
regime. (c) Quantum diffusive transport regime. Notice that both (b) and (c) belong to
diffusive transport regime.

L, the sample will be in a diffusive transport regime, as shown in Figure 4.1 (b) and (c). In

the diffusive transport regime, the disorder scattering of charge carriers will dominate the

sample’s transport behavior. In Figure 4.1 (b), the charge carrier’s phase coherence length

lφ is less that l, and quantum effects are negligible. This is the regime that can be explained

by Drude’s electrical conductivity theory and it is called the semi-classical diffusion regime.

In Figure 4.1 (c), when lφ is greater that l, electrons will maintain their wavefunction phase

coherence even after being scattered many times. The scattering events in each electron’s

diffusive trajectories are elastic and this regime is called quantum diffusive regime. As we

will see, it is this regime which will be most relevant to our experiments on CsSnI3.

4.3.2 Phase Coherence in Quantum Diffusion

In the quantum diffusive regime shown in Figure 4.1 (c), the phase coherence of the electron

wavefunction is important. This wave function can be described by the following expression:

ψ(~x, t) = |A0| exp

(
i~k · ~x− iEt

h̄

)
. (4.5)

59



In the equation above, a change of phase can be caused by any change of the position,

momentum or energy in the electron’s wavefunction. The phase coherence length lφ is a

measure of the distance that the electron propagates phase coherently before its phase is

randomized by inelastic scattering. During an elastic scattering event at an impurity, the

phase of an electron is not randomized, it is only shifted by well-defined amount. If a

second electron propagates along the identical path, the phase accumulation will be exactly

the same, i.e. phase coherent with the first electron. Quantum diffusion will occur when

electrons can on average keep their phase coherence over a relatively long distance so that

lφ > l. This is in strong contrast to inelastic scattering events, where the scattering produces

changes in the energy of the electrons overtime. In this case, the phase shift that the

electrons acquire is different each time and produces loss of phase coherence [52]. The phase

coherence in the quantum diffusive regime opens the door for the coherent interference

between different electron’s trajectories and thus leads to the observation of a variety of

physical phenomena, including localization of changes, Aharonov-Bohm oscillations [53] and

Universal Conductance Fluctuations (UCF) [54].

4.4 Weak Localization in Two-dimensional Electron Sys-

tems

4.4.1 Weak Localization

Constructive interference between the trajectories of charge carriers results in weak localiza-

tion (WL) in the quantum diffusive regime at sufficiently low temperatures. In Figure 4.2,

where an electron moves in a conductor from point A to B, the transport can happen along
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different paths which are shown as yellow arrows. In this case, we assume the electron’s mean

free path l is less than AB so there will be multiple elastic scattering events in the electron’s

diffusive transport trajectories Additionally, we assume lφ > l, which means the phase co-

herence length is longer than AB, so the electron’s phase is preserved after many scattering

events. In this situation, there is a possibility that the electron can scatter elastically in a

clockwise loop trajectory starting at point M with (gray arrows in Figure 4.2). This loop

trajectory can constructively interfere with its time-reversed counterclockwise partner (red

arrows in Figure 4.2) and the interference between the two trajectories leads to an overall

increase of the device’s resistance, which is known as WL (also sometimes called coherent

backscattering).

Figure 4.2: Qualitative picture of WL showing possible electrons trajectories from point
A to B. The grey dots are impurities (sites of elastic scattering). Grey (red) arrows show
clockwise (counterclockwise (time-reversed)) diffusive trajectories. The hierarchy of different
length scales is shown in this figure.

To quantitatively describe WL, we will start the derivation using the theory of the Feyn-

man path [55], and each path will be indexed by i. An electron keeps its phase coherence

along an individual path i when it is transported from point A to B. We can write the
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Feynman path’s amplitude for trajectory i as:

Ai = ai exp(iφi) , (4.6)

where φi is the total phase that the electron accumulates along path i, and ai is a complex

coefficient. The phase φi is defined in the following way:

φi = Si/h̄

Si =

∫ tB

tA

dt L(~r, ~̇r, t) ,
(4.7)

where the integral Si is the non-relativistic action and L(~r, ~̇r, t) is the Lagrangian function of

the freely propagating electron. The times tA and tB are when the electron starts at point

A and stops at point B. Then the total amplitude for the electron traveling from A to B will

be the sum of each individual path, and the total probability of the electron travelling from

A to B will be:

PAB =

∣∣∣∣∣∑
i

Ai

∣∣∣∣∣
2

=
∑
i

|Ai|2 +
∑
i 6=j

ReAiA
∗
j . (4.8)

In Equation 4.8, A∗i is the complex conjugate of Ai. In the case of WL, the electron’s

diffusive trajectory and its time-reversed partner will interfere constructively with each other

as shown in Figure 4.2, and we can denote the two trajectories as A1 = a1 exp(iφ1) and

A2 = a2 exp(iφ2), where a1 = a2 and φ1 = φ2. If we calculate the total probability of the

carriers returning to the starting point M, then we can find:

PMM = |A1 + A2|2 = |A1|2 + |A2|2 + [A1A
∗
2 + A2A

∗
1] = 4 |A1|2 . (4.9)
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The result given in Equation 4.9 is distinct from the result one would obtain for the classical

diffusive case. In the classical diffusive case, we do not need to consider the quantum inter-

ference terms in the calculation of PMM and thus PMM = |A1|2+|A2|2 = 2 |A1|2. Therefore

the interference in quantum diffusive case causes an increase in the probability of finding the

electron at the starting point M relative to the classical prediction. It is important to note

here that constructive interference occurs for all possible closed loops in the conductor, and

is therefore not averaged out. As a result, the total resistance is increased compared to the

classical case.

Figure 4.3: Probability distribution of electron diffusion in two-dimension. The electron
starts at point M in Figure 4.2 where ~r = 0. The black trace represents the classical diffusive
case, where the probability has the form ρ(~r, t) = [1/(4πDt)] exp

(
−|~r|2/4Dt

)
. The blue

dashed trace represents the quantum diffusive case in WL and its probability is twice that
of the classical case. The red dashed trace represents the quantum diffusive case in WAL
and its probability is half of the classical result.

4.4.2 Spin-orbit Interaction and Weak Anti-localization

In the discussion of the previous subsection, we have ignored the effect of the electron’s spin

on the interference between electron trajectories. The effect of spin can be ignored in some
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materials if the spin is conserved (i.e. not changed) along the electron’s diffusive trajectory.

In materials with strong spin-orbit coupling (SOC), the effect of the spin cannot be ignored

and can lead to destructive interference, also known as weak anti-localization (WAL) and

was originality demonstrated and explained by Bergmann [56]. A general explanation of the

SOC effect can be described as the following. When an electron propagates in a closed loop,

the electrons sees its nearby ion cores as moving charges. The moving charges create a local

magnetic field that rotates the electron’s spin as shown in Figure 4.4 [56].

Figure 4.4: Qualitative picture of WAL. An electron’s spin state is shown in this figure.
Notice that as the electron propagates along the loop trajectory, the its spin is rotated due
to the strong SOC of the system.

We will discuss the detailed underlying mechanism of the spin rotation and SOC later in

Section 4.5. Here we will simply define change of the spin state due to different scattering

sites in the loop trajectory using a generic rotation matrix R [57]. This rotation matrix R

is shown in Equation 4.10 and can act on the spin of the electron and help us to derive the

destructive interference observed in WAL,

R =

 cos
(α

2

)
exp
[
i(β+γ

2 )
]

i sin
(α

2

)
exp
[
−i(β−γ2 )

]
i sin

(α
2

)
exp
[
i(β−γ2 )

]
cos
(α

2

)
exp
[
−i(β+γ

2 )
]
 . (4.10)
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In Equation 4.10, α, β, γ are Euler’s angles that define the orientation of a coordinate frame

x′, y′, z′ relative to another frame x, y, z. One can easily check that the matrix R here is a

unitary matrix that has the following properties:

R†R = 1

R−1 = R†,

(4.11)

where R† is the Hermitian conjugate (or adjoint) matrix of R, and R−1 is the inverse matrix

of R. Let us define the initial spin state of an electron as |s〉. Then we can define the

final spin state of the electron propagating in a clockwise trajectory as |s1〉 and the final

spin state of the electron propagating in a counterclockwise trajectory as |s2〉. After the

scattering events, the two resultant electron spin states and their original spin state |s〉 have

the following relation:

|s1〉 = R |s〉

|s2〉 = R−1 |s〉 .
(4.12)

In Equation 4.12, we have used the fact that the R−1 physically corresponds to rotation in

the opposite sense. The interference between the two trajectories becomes,

〈s2|s1〉 = 〈s|(R−1)†R|s〉 = 〈s|R2|s〉 , (4.13)

where R2 in Equation 4.13 has the following form:

R2 =

cos2(α2 ) exp[i(β + γ)]− sin2(α2 ) i
2 sin(α)[exp(−iβ) + exp(iγ)]

i
2 sin(α)[exp(iβ) + exp(−iγ)] cos2(α2 ) exp[−i(β + γ)]− sin2(α2 )

 (4.14)
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The Equation 4.14 can be classified into two different categories, one without SOC, another

with strong SOC.

(I) System without SOC.

When the system lacks SOC the electron’s spin will not be rotated, so α = β = γ = 0.

In this case, R2 will be an identity matrix I and there will be no spin-orbit correction to

Equation 4.9. This is simply the case for WL where PMM = 4 |A1|2.

(II) System with SOC.

In the system with strong SOC, the electron’s spin will be rotated during the electron

propagation along the loop trajectory. If we consider all the possible diffusive trajectories

for electrons along loops in a conducting material, we find an overall destructive interference

reference. This overall destructive interference is equivalent to an average over all the matrix

elements of R2 since the rotation angles can take on any values. After taking average values

of matrix elements at all angles, we get R2 = (−1/2) ·I. If we apply this quantum correction

to Equation 4.9, we can find PMM = 2 |A1|2 − (1/2) · 2 |A1|2 = |A1|2 which is distinct

from WL. Specifically, PMM in WAL is half of the classical diffusive case, which is shown in

Figure 4.3. This means in the case of WAL, the electron is more likely to move away from its

starting location M after time t passed, which leads to an overall decrease in the resistance

of the material.

4.4.3 Effect of Magnetic Field on Weak (Anti-)Localization

It turns out that a magnetic field can be used to reveal and investigate localization in

quantum diffusive regime. In the classical theory, if we apply magnetic field to the metal,

the change in resistance will be proportional to (ωcτ)2, where ωc = eB/m∗ is the cyclotron

frequency, and m∗ is the electron’s effective mass [51]. In the case of a thin metal film, the
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sample’s resistance should be almost magnetic field independent. For example, consider a

copper (Cu) thin film with 10 nm thickness. Since the mean free path l for the electrons in

this Cu film are on the order of the film thickness, we can assume l = 10 nm [16], and m∗ is

almost equal to free electron mass. By calculation we can find (ωcτ)2 ≈ 10−4 at B = 10 T,

which is negligibly small, and shows we do not classically expect to see magnetoresistance in

thin metal films even at large magnetic field [16]. In contrast, the magnetoresistance data

of a Cu thin film at low temperatures (see Figure 4.5) shows a significant discrepancy with

what is expected from this simple calculation [16]. The observation of this discrepancy arises

from quantum interference and lead to the discovery WL (WAL).

Figure 4.5: The magnetoresistance of a thin Cu-film (thickness of 10 nm) at low tempera-
tures [16]. All data traces show features of WL. Starting from 9.5 K, a WAL feature is also
observed, which is manifest as the local minimum in resistance near zero magnetic field.

To understand the observation of WL (WAL) and the role of magnetic field, let us first

start with the electron’s Lagrangian function in Equation 4.7 [52]. If an external magnetic

field is applied normal to the plane of a thin film sample containing electrons with charge −e,
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the Lagrangian function will be of the following form:

L(~r, ~̇r, t) =
1

2
m~̇r2 − e~r · ~A , (4.15)

where ~A is the vector potential and ~B = ∇× ~A is the magnetic field. The first term on the

right hand side of Equation 4.15 will produce a fixed phase φi in Equation 4.7 for a given

loop trajectory. The second term on the right hand side of Equation 4.15 will produce an

additional phase to the electron’s Feynman path amplitude caused by the external magnetic

field. If we consider that the electron travels in a clockwise loop, this additional phase term

φp will be given by:

φp =
e

h̄

∮
~A · d~L =

e

h̄

∫∫
(∇× ~A) · d~s =

e

h̄

∫∫
~B · d~s =

eBs

h̄
. (4.16)

In Equation 4.16, s is the area enclosed by the loop trajectory. In WL (WAL), we can

assume a1 = a2 = a and φ1 = φ2 = φ, and the two different Feynman path amplitudes for

the electron will be:

A1 = aeiφeiφp

A2 = aeiφe−iφp .

(4.17)

When we apply these amplitudes to Equation 4.9 and consider the effect of SOC, we arrive

at:

WL: PMM = 2a2 [1 + cos
(
2φp
)]

(a)

WAL: PMM = 2a2
[
1− 1

2
cos
(
2φp
)]

. (b)

(4.18)

We will consider WL as an example to discuss what we can observe if we apply an external

magnetic field B to the system at low temperatures. In Equation 4.18(a), if B = 0, PMM
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will be 4a2, similar to Equation 4.9. With the application of an increasing B we find a

gradually decreasing device resistance. This decreasing resistance arises from the breaking

of the constructive interference of the diffusive loop trajectories of electrons. If we continue

to increase B, one would expect an oscillatory resistance from Equation 4.18(a). However,

the measured data in Figure 4.5 show no oscillation, but rather a continuously decreasing

resistance, see Figure 4.6 (a). This is because the value of φp in Equation 4.18 is associate

with the area of single loop trajectory. In reality, there will be multiple loops in the device

and an increasing B will first break the constructive interference of large loops and then sub-

sequently smaller and smaller loops. In this fashion the measurement will average over these

oscillations and only a decreasing resistance will remain. In the case of WAL, the additional

phase associated with the rotation of electron spin will lead to a gradually increasing device

resistance with applied field due to destructive interference, as shown in Figure 4.6(b).

Figure 4.6: Magnetoresistance of devices showing (a) WL, (b) WAL features. The saturation
of the device resistance at relatively large field is caused by the averaging of different loop
trajectories of electrons.
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4.5 Spin-Orbit Coupling and Origins of Inversion Sym-

metry Breaking.

In this section, we will first describe the relation between SOC in a system lacking inversion

symmetry. Then, we will illustrate possible origins of the inversion symmetry breaking which

are associated with the systems we study.

Figure 4.7: Typical clockwise scattering trajectory of an electron with spin scatterings at
the impurities. Change of spin state can be caused by Rashba and Dresselhaus effects. The
electron spin precesses around the internal effective magnetic fields, and spin’s direction may
change after each scattering event.

When the relatively slow electron (
(v
c

)2 � 1, where v is the speed of the electron and c

is the speed of light) moves in an electric field ~E, it will experience a effective magnetic field

in its rest frame that is given by the standard Lorentz transformation:

~Beff ≈
~E × ~p
mc2

, (4.19)

where ~p is the electron momentum and m is its mass. This effective magnetic field can
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induce a momentum-dependent Zeeman effect, which is referred as SOC and described by

the following Hamiltonian:

Hso = µB ~Beff · ~σ ≈ µB
( ~E × ~p) · ~σ

mc2
. (4.20)

In crystals, the electric crystal field is given by ~E = −∇V , where V is the gradient of the

crystal potential. This leads to a the spin-orbit field in the system which is given by:

~W (~p) = −µB
(∇V × ~p)
mc2

. (4.21)

Since SOC preserves time-reversal symmetry, we have ~W (~p) · ~σ = − ~W (−~p) · ~σ. So the

spin-orbit field must be an odd function in electron momentum ~p:

~W (−~p) = − ~W (~p) . (4.22)

The above equation shows that SOC will appear in systems with inversion asymmetry [58]

and that SOC will remove spin-degeneracy. Different origins of inversion asymmetry can

lead to different SOC effects. Inversion asymmetry can be produced by the application of

a homogeneous external electric field normal to the plane of a 2DES heterostructure. This

type of inversion symmetry breaking is called the Rashba SOC effect [59]. Bulk inversion

asymmetry can also arise in some materials such as zinc-blende semiconductors and leads to

Dresselhaus SOC [60].

The Rashba SOC:

The Rashba SOC Hamiltonian HR has the following form when the interfacial confining
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Figure 4.8: (a) The SOC from inversion asymmetry of material breaks up the spin-degenerate
states which are indicated by orange and green curve. The gray dashed curve shows the spin-
degenerate states in a material that has inversion symmetry. Momentum space spin textures
in case of (b) the Rashba effect and (c) a linear Dresselhaus effect with strain is applied
along (001) direction [58].

electric field ~E is along the z-direction ( ~E = Ez ẑ):

HR =
(αR
h̄

)
(ẑ × ~p) · ~σ , (4.23)

where αR is the Rashba parameter, which can be tuned by the applied confining voltage

when a metal gate is present.

The Dresselhaus SOC:

When the Dresselhaus effect is applied to a 2D system in which the grow direction is along
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(001) direction, the Dresselhaus SOC Hamiltonian HD is linear in form:

HD =

(
γp2
z

h̄

)
(pxσx − pyσy) , (4.24)

where γ is the Dresselhaus coefficient which depends on the material and cannot be tuned.

As we can see from Equation 4.23 and 4.24, both Rashba and Dresselhaus effects lock the

spin to the linear momentum and split the spin sub-bands in energy. Additionally, each of

them shows unique spin texture at the Fermi surface (see Figure 4.8) [58]. The Dresselhaus

and Rashba effects lead to a effective magnetic field Beff (~p) which is determined by the

electron’s momentum at different scattering centers. This Beff will act and exerts a torque

on the spin, so that the spin will precess around it at the Larmor precession frequency Ω(~p)

(see Figure 4.7).

4.6 Long Phase Coherence Length and Weak Anti-

localization in CsSnI3

Up to here, we have described the quantum nature of WL (WAL) in a material in the

quantum diffusive regime. Next, we will show the first realization of WAL in epitaxial

single-crystal halide perovskite thin films.

4.6.1 Temperature-Dependent Electrical Properties of Epitaxial

CsSnI3

In this subsection, we will present the temperature-dependent resistance behavior of our

eptiaxial CsSnI3 device, which reveals the relatively large charge carrier density in this
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Figure 4.9: (a) Electrical conductivity σ of an epitaxial CsSnI3 thin film as a function
of temperature with magnetic field B = 0. Inset: the corresponding device resistance R
versus temperature. (b) and (c) Two additional epitaxial CsSnI3 thin film show similar
temperature-dependent resistance behavior.

material. Figure 4.9 (a) shows the conductivity σ of a CsSnI3 epitaxial film as the sample was

cooled from room temperature down to T = 16 mK (we present measurements on additional

two CsSnI3 devices which are cooled down to liquid nitrogen temperature (T=77 K) in

Figure 4.9 (b) and (c), which show similar behavior). These measurements were performed

using standard low-frequency lock-in techniques (see Subsection 3.4.2 for more detail). The

overall low measured device resistance indicates that the gold makes good Ohmic contact to

the CsSnI3.

The conductivity of the device increases with decreasing temperature indicating that the

presence of mobile charge carriers do not freeze out upon cooling to low temperature. This

increase in the conductivity is consistent with a reduction in phonon density upon lowering

the temperature of the device. The existence of charge carriers in the material is likely the

result of intrinsic doping in the epitaxial CsSnI3, which is a direct bandgap semiconductor in

its epi-tetragonal phase (see Figure 2.2 and Table 2.1). It turns out that previous electrical
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conductivity measurements on orthorhombic CsSnI3 have also reported metal-like conduction

attributable to hole-doping associated with Sn vacancies [38]. Furthermore, we we see no

evidence in the resistance for phase transformations in the temperature dependent resistance

measurements over multiple devices.

4.6.2 The Observation of Weak Anti-localization in CsSnI3

Figure 4.10: (a) Magnetoconductivity of the epitaxial CsSnI3 thin film as a function of mag-
netic field at T = 16 mK. The vertical axis is the magnetoconductivity σ(B) minus the value
of the conductivity at zero magnetic field σ(0). Inset of (a): low field magnetoconductivity
showing a clear weak anti-localization peak at B = 0 and the WAL curvature extends to
B = ±0.3 T. (b) Low field magnetoresistance data that shows the WAL peak only varies
the overall resistance by 0.5%.

In the previous subsection, we discussed the temperature-dependent conductivity of epi-

taxial CsSnI3 film device without applying magnetic field, and the result shows charge carri-

ers do not freeze out upon cooling to low temperature. At low-temperatures, the application

of a magnetic field normal to the plane of the CsSnI3 layer strongly modifies the transport

of these charge carriers. Figure 4.10 (a) presents the conductivity of a CsSnI3 epitaxial film
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device as a function of magnetic field up to B = ±13.5 T. Above several Tesla, there is a

non-saturating magnetoconductivity which is approximately linear to the applied field. This

apparent reduction in the conductivity with increasing magnetic field likely arises from a con-

volution of the longitudinal conductivity measurement by the Hall voltage across the sample

due to the two-terminal geometry of our device (see Subsection 3.4.2 for details). The fact

that the gold pads (voltage probes) on our CsSnI3 sample are comparable to the sample size

leads to the formation of so-called “hot-spot” near corners of the pads [61, 62, 63]. This effect

is common in magnetotransport measurements and often observed in 2DESs in semiconduc-

tors [64, 62] and graphene [63]. More importantly, the low-field magnetoconductivity can be

used to reveal signatures of coherent quantum phenomena. The inset of Figure 4.10 (a) shows

the change in the magnetoconductivity σ(B)− σ(0) near zero magnetic field at T = 16 mK.

The upward cusp in σ(B) − σ(0) in the vicinity of B = 0 is the characteristic signature

of charge carrier WAL in quantum diffusive magnetotransport. The observation of WAL

in transport measurements is a hallmark of quantum coherence of the charge carriers in a

material in the presence of spin-orbit coupling as we describe previously. The measured data

can also be used to quantitatively assess the spatial extent of this electronic coherence.

In Figure 4.11 we show the evolution of the WAL cusp with increasing temperature, which

broadens and weakens as the temperature is increased due to increased inelastic scattering

of charge carriers at higher temperatures. WAL is a characteristic fingerprint of spin-orbit

coupling in 2DESs, therefore these results demonstrate that the charge carriers in epitaxial

CsSnI3 experience significant spin-orbit coupling and open the door to the possibility of

future spintronic or spin-orbitronic devices based on halide perovskites.
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Figure 4.11: As the temperature is increased the WAL peak broadens and weakens as lφ
decreases due to increased inelastic scattering of charge carriers. The red solid line is a fit
to the WAL theory (HLN formula, Equation 4.25) described in the text, from which we can
extract α and the charge carrier coherence length lφ at different temperatures, which are
shown in the right hand side of each data trace.

4.6.3 Hikami-Larkin-Nagaoka Formula

To analyze the magnetoconductance data of epitaxial single-crystal CsSnI3 thin films at

low temperatures, we use the Hikami-Larkin-Nagaoka (HLN) formula [65, 66]. This formula

describes 2D systems and quantitatively describes the relation between the change of the

device’s sheet conductivity with increasing magnetic field. It has the following form when

one considers strong and weak SOC cases, and it is the so-called simplified empirical HLN

formula: [65, 67]

∆σ = σ(B)− σ(0) =
α

π

[
Ψ

(
1

2
+

h̄

4eBlφ
2

)
− ln

(
h̄

4eBlφ
2

)]
. (4.25)
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T (K) Average α Average lφ T (K) Average α Average lφ
0.016 -0.0780 4.90 2.65 -0.0693 1.38
0.1 -0.0788 4.91 3 -0.0638 1.59
0.2 -0.0761 5.03 4 -0.0578 1.27
0.3 -0.0685 5.44 5 -0.0478 1.05
0.4 -0.0679 5.09 7 -0.0500 0.63
0.5 -0.0696 4.67 8 -0.0403 0.65
0.7 -0.0682 4.73 10 -0.0394 0.48
0.85 -0.0697 3.67 15 -0.0462 0.27

1 -0.0670 4.13 20 -0.0297 0.20
2.5 -0.0601 2.38

Table 4.1: HLN parameters using Equation 4.25 of the magnetoconductivity data of epitaxial
CsSnI3 at different temperatures. Values of lφ and α correspond to the average value obtained
from multiple measurements at a given temperature.

The conductance in Equation 4.25 is in quantized conductance units e2

h , and the rela-

tion lφ =
√
Dτφ has been taken into account. This equation contains two fit parameters lφ

and α, which can accurately capture the physics of WAL in our data without the need to

know the diffusion coefficient of the device, since the two-terminal geometry of our device

does not allow us to independently determine the charge carrier mobility. The sign of the

coefficient α indicates the type of localization. Specifically, α > 0 is associated with WL

(α = 1 is the weak spin-orbit interaction limit), while α < 0 indicates WAL (α = −1
2 is the

strong spin-orbit interaction limit).

4.6.4 Data Fitting and Long Phase Coherence Length in CsSnI3

In this subsection, we will show the fitting results (different α and lφ values) of the mag-

netoconductance data obtained from our eptiaxial single-crystal CsSnI3 thin film device

measurements at different temperatures. The fitting formula we used is the simplified HLN

formula (Equation 4.25) described in previous subsection.

To fit the magnetoconductivity data, such as the four data traces shown in Figure 4.11,
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we need to carefully choose the appropriate fitting range of the magnetic field B. The HLN

formula is valid so long as the elastic mean free path l is smaller than the magnetic length

lB =
√

h̄
eB [68, 69, 70]. This condition leads to a significantly larger field range over which

WAL is manifest in our measurements and accurately captured by the HLN formulation.

While we do not know the precise value of l, it is reasonable to assume that it can be no

larger than the CsSnI3 thin film thickness (i.e. 50 nm). If we use 50 nm as an upper bound

for the l, this will imply that the HLN formula would be valid below ± 0.3 T, which is the

magnetic field range we use to fit the data. Also, the observed correction (i.e. curvature) to

the magnetoconductivity is an average effect over different electron loop trajectories in the

CsSnI3 device. The interference of different loop trajectories that have small enclosed area

will only be destroyed at larger field. In our measurement, we qualitatively observe a WAL

correction in a field range up to ± 0.3 T (see inset of Figure 4.10), which is the same field

range as our previous estimation based in condition l � lB . Moreover, there are copious

examples in the literature showing fits to WL or WAL over quantitatively similar (or much

larger) ranges in magnetic field, a non-exhaustive list includes [71, 72, 73]. In Figure 4.12,

we can observe a relative small decrease of lφ (less than a factor of 2) while we shrink the

fitting range by an order of magnitude.

The temperature dependence of the phase coherence length lφ extracted from our mea-

surements is shown in Figure 4.13 along with value of lφ for other low-dimensional quan-

tum electronic materials in the quantum diffusive transport regime. For our data on epi-

taxial CsSnI3 each value of lφ corresponds to the average value obtained from multiple

measurements at each temperature and the error bars are the standard deviation. The

value of the charge carrier phase coherence length we find in epitaxial CsSnI3 can be com-

pared to other high-quality low-dimensional electronic materials in the quantum diffusive
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Figure 4.12: HLN fits (Equation 4.25) to the magnetoconductivity data of epitaxial CsSnI3
at 17 mK. at different magnetic field ranges. Orange, green, yellow, pink and red curve are
fits in which the fitting range are ±25 mT, ±50 mT, ±100 mT, ±200 mT and ±300 mT
respectively. This analysis shows that the value of lφ decreases only modestly as we shrinking
the fitting range.

regime where localization measurements are possible such as Si [74], GaAs [74], GaAs mi-

crostrips [75], Graphene (blue cross) [76], Graphene (pink star) [77], Epi-graphene [68],

Graphene flakes [78], and La-doped CdO [72]. We note that longer phase coherence exists in

extremely high-mobility GaAs 2DESs and graphene but are not reported due to the absence

of localization effects in sufficiently disorder free samples. In fact, in graphene ballistic trans-

port has been observed over longer than 15 µm [79]. For completeness, the different values

of α we obtained from HLN fitting at different temperatures are presented in Table 4.1.

For the entire range over which we observe phase coherent transport (T<15 K) we find a

negative value of α (see Table 4.1), which demonstrates the presence of spin-orbit coupling

in the epitaxial CsSnI3 film.
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Figure 4.13: Temperature dependence of the charge carrier phase coherence length lφ in the
epitaxial CsSnI3 thin film. Each value of lφ corresponds to the average value obtained from
multiple measurements at a given temperature and the error bars are the standard deviation.
For comparison, we also show results from the literature for other electronic materials, which
are Si [74], GaAs [74], GaAs microstrips [75], Graphene (blue cross) [76], Graphene (pink
star) [77], Epi-graphene [68], Graphene flakes [78], La-doped CdO [72].

4.6.5 Reliability of Measurement and Data Fitting Results

There are several points which must be addressed to ensure that the fits produce reliable

measures of lφ and α. Since the measurement electrodes are at the center of the CsSnI3

film and not along the edge of the film, it is somewhat difficult to determine the pattern of

the current flow from one electrode to another, which would affect the measurement of the

absolute conductivity. Additionally, the measurements were performed using a two-terminal

configuration rather than a four-terminal configuration, so one must consider the role of

the contact resistance in data fitting. Furthermore, the relation between lφ and α should

be discussed. In this subsection, we will answer these questions by giving more details and
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examples about the HLN fitting procedure of the magnetoconductivity data for the epitaxial

CsSnI3 thin film device.

Figure 4.14: HLN fits (Equation 4.25) to the magnetoconductivity data of epitaxial CsSnI3
at 17 mK. The red solid lines are fits to HLN. (a) Original magnetoconductivity data. (b)
Scaled magnetoconductivity data by a factor of 1000. (c) Divided magnetoconductivity
data by a factor of 1000. This change of scaling (i.e. the magnitude of the conductivity) is
completely captured by a scaling of α and in each case lφ is unchanged

(I) The absolute conductivity:

Despite the fact that the two-terminal conductivity measured is not the absolute conductivity

of the epitaxial CsSnI3 device, we can still determine the phase coherence length accurately

by doing HLN fitting. This is because the phase coherence length is determined by the

width and curvature (i.e. the shape) of the WAL cusp as a function of magnetic field and

not the overall scaling (i.e. not the absolute magnitude of the conductivity). The scaling

factor that normalizes our measurement to the absolute conductivity is the multiplicative

prefactor α, which is determined from the fit. This can be seen from Equation 4.25, where α

cannot be subsumed into both the digamma and log functions to simply rescale lφ. To make

it more clear, we have shown the magnetotransport data scaled and divided by a factor of

1000 and then refit in Figure 4.14. In each case there is a corresponding change in α by the

same scaling factor but lφ remains unchanged. In other words, α serves as a simple scaling
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factor that takes into account the fact that the measurement does not capture the absolute

conductivity, but this has negligible bearing on the value of lφ.

Figure 4.15: HLN fits (Equation 4.25) to magnetoconductivity data of epitaxial CsSnI3 at
17 mK. The red line shows the best fit in which both α and lφ are free fitting parameters.
The orange and curve are fits in which we fixed lφ = 0.482 µm and lφ = 48.2 µm while
allowing α to remain a free fitting parameter. This analysis shows that a value of lφ either
above or below several microns does not accurately describe the data.

(II) The dependence between lφ and α:

Fitting parameters α and lφ show strong dependence in the data fitting if we use our original

data without scaling and dividing. Both α and lφ are critical for getting the best fitting result

because we will not get a good fitting if we fix one of parameters to a non-optimal value. For

example, in Figure 4.15 we can see a significantly different value of lφ does not accurately

describe our data. In this figure we show three fits to our data at T = 17 mK. The best fit

to the data is shown as the red curve. For the other two fits we have fixed lφ and allowed α

to be a free parameter. In particular, for lφ = 0.482 µm (orange) and lφ = 48.2 µm (green),

there is no value of α that will give a reasonable representation of the data. This fact can

also be seen from the fittings in Figure 4.16, where we fixed the α and allowed lφ to be a
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Figure 4.16: HLN fits (Equation 4.25) to magnetoconductivity data of epitaxial CsSnI3 at
17 mK. The red line shows the best fit in which both α and lφ are free fitting parameters.
The orange, green and purple curve are fits in which we fixed α = −0.1,−0.2 and −0.5
respectively while allowing lφ to remain a free fitting parameter. This analysis shows that a
value of α either above or below several microns does not accurately describe the data.

free parameter.

(III) Contact resistance Rc:

The total measured resistance of our device is given by Rt = Rc + Rs, where Rs is the

intrinsic sample resistance and Rc is the total contact resistance from the two gold contacts.

At low temperatures, from Figure 4.9, the total resistance of the device is approximately

20 Ω. This places an upper bound of Rc ≤ 20 Ω on the contact resistance between the

gold pads and the CsSnI3 layer. The HLN fitting does not take into account the contact

resistance. However, as we shall show this only affects the value of α and has negligible effect

on lφ.

Since the resistance of the epitaxial CsSnI3 device is small at low temperatures and

we have connected two 10 kΩ resistors and a 1 MΩ resistor inline with the sample (see

Figure 3.9 (a) and (c)), the current I flow from one gold contact to another can be treated
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Figure 4.17: HLN fits (Equation 4.25) to magnetoconductivity data of epitaxial CsSnI3 at
17 mK. The red solid lines are fit to HLN. The blue data are the original data without
considering contact resistance. The pink, orange and green data are data assuming the
overall contact resistance Rc to be 5 Ω, 10 Ω and 12 Ω respectively. The analysis shows
if we assume the charge carriers in epitaxial CsSnI3 are in strong SOC regime, the contact
resistance should be 11.75 Ω.

as a constant independent of B. Therefore the total measured resistance at a particular value

of magnetic field will be:

Rt(B) =
Vm(B)

I
= Rc +Rs(B), (4.26)

where Vm is the measured voltage across the two gold pads. From the above equation, we

can derive the intrinsic voltage Vs developed across the sample, which is:

Vs(B) = I[Rt(B)−Rc] . (4.27)

The intrinsic sample conductivity σs will be the following:

σs(B) =
Kg

Rt(B)−Rc
, (4.28)
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where Kg is the geometric factor between the two gold pads. If there is no contact resistance

(i.e. Rc = 0), the change of the device conductivity as we apply magnetic field will be:

σs,Rc=0(B)− σs,Rc=0(0) = Kg
Rt(0)−Rt(B)

Rt(B)Rt(0)
, (4.29)

where Rt(0) is the intrinsic device resistance without applied magnetic field. If there is a

contact resistance (i.e. 0 < Rc < Rt), the change of the device conductivity will be:

σs,Rc>0(B)− σs,Rc>0(0) = Kg
Rt(0)−Rt(B)

[Rt(B)−Rc][Rt(0)−Rc]
. (4.30)

Since the magnetoresistanec only varies by 0.5% in the field range between B = ±0.3 T (see

Figure 4.10 (b)), we can assume Rt(B) ≈ Rt(0) ≡ X, and obtain the following ratio:

σs,Rc>0(B)− σs,Rc>0(0)

σs,Rc=0(B)− σs,Rc=0(0)
=

Rt(B)Rt(0)

[Rt(B)−Rc][Rt(0)−Rc]
=

(
X

X −Rc

)2

. (4.31)

When Rc is much smaller than X, we can treat
(

X
X−Rc

)2
as a constant. That means

introducing Rc into the HLN fitting procedure is equivalent to scaling the original data by

a factor of
(

X
X−Rc

)2
. From Figure 4.14, we have already shown that fitting the scaled data

will only change α but not lφ. Here we will give another example to show that the fitted

lφ will not change if we take Rc into account. In Figure 4.17, we present HLN fittings of

different data traces, and each trace corresponds to a certain assumed value of Rc. The

fitting results show that the different value of Rc will not dramatically change the value

obtained for lφ, and will only increase the value obtained for α (scale factor) as we increase

Rc.

Moreover, since our data shows no sign of the crossover between WL and WAL in the
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low magnetic field regime (see Figure 4.10 (b) and Figure 4.11), we assume that the charge

carriers in epitaixal CsSnI3 thin film are in the strong SOC regime (in Equation 4.25, α = −1
2

indicates the strong SOC limit). From HLN fitting with different values of assumed Rc, we

find that Rc = 11.75 Ω is the contact resistance if our device is in strong SOC limit (α = −1
2).

4.6.6 Possible Origins of Spin-Orbit Coupling in CsSnI3

From the previous discussion in Section 4.5, the magnitude of spin-orbit coupling in a mate-

rial is dictated by whether the crystal lacks inversion symmetry. The origin of the inversion

asymmetry can lead to different types of SOC. Inversion symmetry is broken if a compound

is intrinsically non-centrosymmetric and results in Dresselhaus SOC [80]. It is not known

whether the epitaxial phase of CsSnI3 intrinsically lacks an inversion center as it is nearly

impossible to perform precise atomic refinement on an epitaxial thin film. Regardless, the

presence of the interface between the KCl substrate and the CsSnI3 epitaxial film breaks in-

version symmetry and could lead to a Rashba spin-orbit field [81] along the growth direction

of the heterostructure. In fact, it has been shown that the large Rashba splitting observed

in tetragonal MAPbI3 is likely not a bulk but rather a surface-induced phenomenon [82].

Alternatively, it is possible that the spin-orbit coupling in CsSnI3 that we observe arises from

the relatively large mass of the constituent atoms in the crystal (Atomic mass, Cs: 132.9,

Sn: 118.7, I: 126.9). The larger mass atoms produce larger magnetic fields relativistically

and thus the orbiting electrons gain larger spin-orbit splitting energy [83], which could be

the origin of the strong SOC we infer from our measurement.
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4.6.7 Possible Dephasing Mechanisms in Epitaxial CsSnI3 Thin

Film

There are three possible scattering processes which can cause dephasing of conducting elec-

trons (or charge carriers). They are electron-electron (e-e) scattering, electron-phonon (e-ph)

scattering, and spin-flip interactions.

Electron-electron scattering:

Electron-electron scattering is an energy transfer process which is strongly influenced by

the temperature of the system. It arises from the fluctuating electromagnetic field created

by other surrounding electrons in the system. The thermal energy kBT can cause thermal

fluctuations which can change the electron’s density and create electric field (Johnson noise).

Due to the statistical nature of these fluctuations, such a scattering is different for each

electron, thus the electronic ensemble loses it coherence [84].

Electron-phonon scattering:

Electron-phonon scattering is a energy transfer process between the electrons and crystal

lattice since the vibrations of the positive ions in the crystal lattice can scatter the negatively

charged electrons. The phonons (excited lattice vibration modes, which can be treated

as a quasi-particle) can be adsorbed or radiated by electrons in this scattering process.

The strength of the scattering process is also highly related with the temperature of the

system. As the temperature is lowered, the vibration amplitude of the ions become smaller,

so the number of available phonons to absorb and emit will decrease. The decreased phonon

numbers can lead to increase the electron’s phase coherence time τφ.

Spin-flip interaction:

Additionally random spin-flip scattering is phase-breaking. Spin-flip interactions happen
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when the system has magnetic impurities. The magnetic moments of these impurities creates

a local magnetic field that interacts with the conduction electron’s spin. The interaction can

cause a spin-flip of the electron and hence dephasing. The concentration of magnetic impurity

in a material dictates the intensity of the spin-flip interaction [84].

Each individual effect listed above has a characteristic rate, they are τ−1
e−e for electron-

electron scattering, τ−1
e−ph for electron-phonon scattering and τ−1

s−f for spin-flip interac-

tion. The phase coherence time τφ can be determined for these characteristic rates via

Matthiessen’s Rule:

1

τφ
=

1

τe−e
+

1

τe−ph
+

1

τs−f
. (4.32)

In Figure 4.13, as the temperature is increased we observe a reduction in lφ due to

increased inelastic scattering of charge carriers in the epitaxial CsSnI3 thin film. Despite

the fact that we do not purposefully introduce magnetic defects/impurities (e.g. Fe, Mn,

etc.), magnetic scattering is not impossible in our devices despite it is somewhat unlikely.

The purity of the source materials is high (CsI 99.9% (Sigma-Aldrich), SnI2 99+% (Alfa

Aesar), SnI2 99% (Strem)), though it is possible for a small residual amount of magnetic

impurities to be incorporated during growth from the source materials. Additionally, we

cannot completely rule out the role of spin-flip interaction in dephasing since it has recently

been demonstrated that vacancy-induced magnetism can arise in solution processed lead

halide perovskite [85].

In the quantum diffusive regime, the temperature dependence of τφ also carries informa-

tion regarding which of the scattering mechanisms dominates; however multiple competing

mechanisms (as described above) often lead to mixed temperature dependences that are diffi-

cult to completely disentangle [84]. We find that τφ scales as 1
Tp

with p ≈ 2 (see Figure 4.18),
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Figure 4.18: Charge carriers phase coherence lφ as a functon of inverse temperature. The

phase coherence length lφ and 1
T are approximately in linear relationship. Note that

lφ =
√
Dτφ, which produces τφ ∝ 1

T2 .

which is consistent with phonon scattering as the dominant contributor to dephasing with

increasing temperature. In fact, previous studies on semiconductors and metals have re-

ported electron-phonon scattering as leading to p ≈ 2− 4 [84]. Regardless of the underlying

inelastic scattering mechanism, lφ increases with decreasing temperature and reaches 5 µm

below roughly 350 mK, below which it saturates, possibly due to thermal decoupling of the

charge carriers at low temperatures.
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Chapter 5

Coherent Hopping Transport and

Giant Negative Magnetoresistance in

CsSnBr3

5.1 Introduction

In the previous chapter, we have reported on the observation of phase coherent trans-

port of charge carriers in the presence of spin-orbit coupling manifesting in weak anti-

localization (WAL) in epitaxial CsSnI3 thin films [11]. Phase coherent quantum interference

effects in the form of weak localization have also been recently reported in quasi-epitaxial

CsPbBr3 [86]. Additionally, hybrid organic-inorganic halide perovskites of single-crystal

MAPbI3 and MAPbBr3 have been shown to exhibit a variety of low-temperature and high-

magnetic field transport phenomena under illumination [87]. In this chapter we will show

that coherent transport effects can be realized in another high-quality halide perovskite epi-

taxial material, namely epitaxial single-crystal CsSnBr3 thin films, at low-temperature and

high magnetic field. Our CsSnBr3 devices show 2D Mott variable range hopping (VRH) and

giant negative magnetoresistance at low temperatures. As we will describe below, the giant

negative magnetoresistance can be explained by the Nguyen-Spivak-Shkovskii (NSS) model
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for quantum interference between different directed hopping paths. Using this model, we

can extract the temperature-dependent hopping length of charge carriers in this material,

their localization length, and a lower bound for their phase coherence length, which we find

to be ∼=100 nm at low temperatures. These observations add to a growing body of evidence

that demonstrates that epitaxial halide perovskite devices are emerging as a material class

for low-dimensional quantum coherent transport devices. Much of this chapter will cover the

results presented in [12]. Since we observe quantum coherent transport and hopping effects

in our epitaxial halide perovskite (CsSnI3 and CsSnBr3) thin film devices, a brief discussion

about the potential future prospect of the epitaxial single-crystal halide perovskite films will

be given at the very end of this chapter.

5.2 Hopping Conduction in Disordered Systems

In the Chapter 4, we described the quantum coherent transport physics, more specific

WL (WAL), of a system in quantum diffusive transport regime with high charge carrier

density. For systems with a low charge carrier density quantum effects can also manifest. In

this section, we will describe low carrier density systems exhibiting hopping transport. and

this section will help us to understand the quantum coherent transport discussed in next

section.

5.2.1 Miller-Abrahams Conductivity

In this section we will introduce Miller-Abrahams conductivity as it serves as a key to

understand nearest-neighbor hopping (NNH) and Mott variable range hopping (VRH), which

we observed in CsSnBr3 devices. We will first evaluate the current through a pair of localized
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electron states. If we assume no correlation between the occupation probability of different

localized states, the steady-state current can be given by the following [88]:

Iij = fi(1− fj)ωij − fj(1− fi)ωji, (5.1)

where fi and fj are the occupation probabilities of a localized state i and j, and ωij is

the electron or hole transition rate from occupied state i to empty state j. The occupation

probability fi is given by the Fermi-Dirac distribution function (see Equation 1.1):

fi =
1

1 + exp
(
Ei−µi
kBT

) , (5.2)

where µi and Ei are the chemical potential (Fermi level) and energy of the state i, and T

is the system temperature. The Miller-Abrahams hopping rate [89, 88] is related with the

hopping process that originates from tunneling events and thermal activation, so we can

write the transition rate from site i to site j where Ej ≥ Ei as:

ωij ∝ exp

(
−

2rij
ξ
−
Ej − Ei
kBT

)
, (5.3)

where the rij = |ri − rj | is the hopping length between site i and j, ξ is the Bohr radius

of the localized states, which is also referred to as the localization length. If we then apply

Equation 5.3 and 5.2 into Equation 5.1, we can get [88]:

Iij ∝ exp

(
−

2rij
ξ

) sinh
(µj−µi

2kBT

)
cosh

(
Ei−µi
2kBT

)
cosh

(
Ej−µj
2kBT

)
sinh

(
|Ei−Ej |

2kBT

)
 . (5.4)
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In the case of low electric field, resulting in a small voltage drop over a single hopping

distance (∆µ = µj − µi � kBT ), and µ ≈ µi ≈ µj (µ is the Fermi level of the system), the

following conductivity is obtained [88]:

σij ∝
Iij
∆µ

= exp

(
−

2rij
ξ
− ∆E

kBT

)
, (5.5)

where the difference in energy ∆E is:

∆E =
1

2
(|Ei − µ|+ |Ej − µ|+ |Ei − Ej |) . (5.6)

Equation 5.5 and 5.6 were derived by Miller and Abrahams in their calculation of the individ-

ual conductivity σij in the resistor network, and it is often referred as the Miller-Abrahams

conductivity [89, 90, 91]. More detailed derivations are provided by Abrahams and Miller’s

original paper [89].

5.2.2 Nearest-Neighbor Hopping

The Miller-Abrahams conductance can be applied to systems over a wide temperature range.

When the system is at relatively high temperature, a charge carrier can be excited by a

phonon and hop to an empty nearest-neighbor localized state via the shortest hopping path.

The overall effect of a series of hoppings of this type by many charge carriers in the system

creates the conduction, and it is refered as Nearest-Neighbor Hopping (NNH) conduction. We

can derive NNH conduction from the Equation 5.5. The first exponential term exp

(
−

2rij
ξ

)
of Equation 5.5 shows the tunneling rate between the sites, it depends on overlap between

the exponential tails of the wavefunctions of the sites but is not related to the temperature.
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The second exponential term exp
(
− ∆E
kBT

)
of Equation 5.5 describes the rate of activation

over the barrier, based on the available thermal energy kBT and the relative depths of the

potential wells at the localized sites [92]. At high temperatures where NNH dominates, we

can treat the first exponential term exp

(
−

2rij
ξ

)
as a constant since the hopping length rij

will always be the shortest, which leads to the conductivity of NNH transport:

σNNH(T ) = σ0 exp

(
− ∆E

kBT

)
, (5.7)

where σNNH is the conductivity of the NNH, σ0 is a temperature independent pre-exponential

factor and the difference in energy ∆E given in Equation 5.6.

5.2.3 Mott Variable Range Hopping

We will now introduce the physics of Mott Variable Range Hopping (VRH). The NNH in

Subsection 5.2.2 occurs when the system is at relative high temperature. However, if we cool

down the system to very low temperatures, the NNH process is unlikely to happen, which

can be seen from Equation 5.5. In this equation, at low temperatures, the contribution of

the term exp
(
− ∆E
kBT

)
is greater than at high temperature. Thus, to achieve the maximum

conductivity in a single hop at low temperatures, the charge carrier is more likely to hop

a long distance (associated with a larger value of rij) to an empty state that has a small

energy difference ∆E compared to its original state. This energetically favorable hopping

process is the fundamental idea associated with Mott VRH. Figure 5.1 shows a schematic

diagram of both NNH and VRH. When the system is at high temperature, the charge carrier

can hop from a filled state to a nearest-neighbor empty state since thermal phonons provide

the needed energy for the process. However, at lower temperatures, the phonon density is
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Figure 5.1: Schematic diagram showing the difference between NNH and VRH. Note that
NNH happens when the system is at relative high temperatures and VRH happens occurs
only at low temperatures. In VRH, the charge carriers hop to distant empty localized sites
that have a small energy difference relative to its initially occupied state. The blue dashed
line shows the Fermi level µ [93].

low and electrons are more likely to quantum mechanically tunnel to an empty state further

away but closer in energy to the original state [93].

Now we will give a quantitative derivation of Mott’s Law, which is the mathematical

expression for the resistance of a disorder low carrier density system in the Mott VRH regime.

This derivation is based on the treatment presented in the text by Efros and Shklovskii [94].

The hopping probability presented in Equation 5.5 implies that the resistance Rij associated

with hopping from site i to j is given by:

Rij = Roij exp

(
2rij
ξ

+
∆E

kBT

)
. (5.8)

Consider a system with localized electronic states near the Fermi level, from the above

expression, it is clear that at sufficiently low temperatures only hopping paths having very

small values of ∆E will contribute to the conduction of the system (i.e. hopping is dominated

96



by energetically favorable paths). From Equation 5.6, this means energies Ei and Ej should

lie in a narrow band of energy near the Fermi level whose width decreases as T reaches

absolute zero (see Figure 5.2). Since the system is at low temperature, the DOS in this

Figure 5.2: Density of states diagram of a narrow energy interval containing states whose
energies are separated from the Fermi level by less than ε0. The occupied states reside in
the shaded region. The solid red line is DOS which is set to be constant in this model.

narrow interval, which we will denote as 2ε0, can be set as a constant (see the red solid

line in Figure 5.2). This small energy interval 2ε0 is important in Mott VRH and Efros-

Shklovskii (E-S) VRH because charge carriers transport and hopping at low temperatures

happens in this region near the Fermi level, and the system does not have thermal energy to

excite from states that are far below the Fermi level. The localization length ξ in this case

is independent of energy. Additionally, we will assume that on average ∆E = ε0 [94]. The

number of localized states per unit volume N in this narrow energy interval 2ε0 is:

N = 2g(µ)ε0 , (5.9)

where we use g(µ) as the constant DOS in Figure 5.2. Then, the hopping length rij (in 3D)
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can be set as the average separation between two sites:

rij =

(
1

N

)1
3

=

(
1

2ε0g(µ)

)1
3

. (5.10)

If we apply Equation 5.10 and the assumption ∆E = ε0 to Equation 5.8, we arrive at:

Rij = Roij exp


[

4

g(µ)ξ3

]1
3
ε0
−1

3 +

(
1

kBT

)
ε0

 , (5.11)

which describes the resistance associated with a hop from site i to j. Additionally, in the

above equation, one can identify the competition between the overlap of the wavefunction

(first term) and the activation energy (second term) in then hopping process, and changing

the value of ε0 (which is equivalent to changing rij , see Equation 5.10) has a different effect

on each term. If we take the derivative of the terms inside the curly brackets in Equation 5.11

with respect to ε0, and set this derivative to be equal to zero, then we can find the minimum

of the resistance Rij at:

ε0 =

[
k3
BT

3

ξ3g(µ)

]1
4

. (5.12)

If we apply Equation 5.12 to Equation 5.11 and 5.10, we arrive at the following results:

ρ(T ) = ρ0 exp

(T0

T

)1
4

 and r(T ) = ξ

(
T0

T

)1
4

, where: T0 =
β3d

kBg(µ)ξ3
. (5.13)

Equation 5.13 represents Mott’s Law for VRH in 3D. In these expressions, we have

assumed that the overall temperature-dependent device resistivity ρ(T ) is proportional to

the individual resistances Rij . The temperature-dependent hopping length r(T ) represents

the average of rij at a certain temperature T . The temperature T0 is the characteristic
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temperature for 3D Mott VRH and β3d is a numerical factor which can be derived using the

Monte Carlo method and percolation theory, its value is estimated to be β3d = 21.2 [94, 95].

Mott’s Law for VRH in 2D can be derived in a similar way, and here we present only

the final result:

ρ(T ) = ρ0 exp

(T0

T

)1
3

 and r(T ) = ξ

(
T0

T

)1
3

, where: T0 =
β2d

kBg(µ)ξ2
. (5.14)

The temperature T0 is the characteristic temperature for 2D Mott VRH, and β2d = 13.8 [94,

95].

It is important to note that the above discussion about Mott VRH is restricted to the

linear response regime. In general the low temperature current-voltage (I-V) relationship

will be highly non-linear, and the conduction will not be thermally activated but rather

dominated only by the driving strength of the applied electric field. In this regime, we

can derive the electric field dependent hopping resistivity ρ(F ), where F is the electric

field [96, 97, 98]. A simple way to obtain ρ(F ) is the following manner. First, we set the

narrow energy interval ε0 = eFrij (on average) since ε0 cannot be smaller than the work

done by an electron’s hop. Then using Equation 5.10, we can obtain rij in the 3D case:

rij =

(
1

2g(µ)eF

)1
4

. (5.15)

If we ignore numerical factors and apply Equation 5.15 to Equation 5.8 and ignore the term

associated with thermally activated transport, we arrive at a set of equations describing the
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low-temperature, non-linear field driven transport:

ρ(F ) = ρ0 exp

(F0

F

) 1
d+1

 and r(F ) = ξ

(
F0

F

) 1
d+1

, where: F0 =
βF

eg(µ)ξ(d+1)
, (5.16)

where d = 2 for 2D and d = 3 for 3D, and βF is a numerical factor which is different for 2D

and 3D.

5.2.4 The Coulomb Gap and Efros-Shklovskii Variable Range Hop-

ping

In the derivation of Mott VRH in Subsection 5.2.3, we made the assumption that the DOS

g(ε) is a constant within the narrow energy interval, and that electron-electron interactions

could be ignored. However, this statement is not always true in the general case. According

to computer simulation results from Efros and Shklovskii [94], the shape of DOS in a doped

semiconductor near Fermi level varies as the ratio of the concentration of acceptors (NA) to

the concentration of donors (ND) varies, i.e. K =
NA
ND

, and by definition 0 ≤ K ≤ 1. This

simulation takes electron-electron interactions into account, and the result shows at both

K � 1 and 1−K � 1, the DOS near the Fermi level become bell-shaped. The Fermi level

in both cases is at one of the wings of the DOS distribution (see Figure 5.3 (a) and (b)) [99].

But when K is an intermediate number between 0 and 1, the location of the Fermi level is

not near the maximum of the DOS distribution as one might expect. For example, if we

set K = 0.5 the DOS is minimal at the Fermi level (see Figure 5.3 (c)) [94]. The gap in

the DOS in Figure 5.3 (c) around the Fermi level is called the “Coulomb gap”. This gap is

generally caused by the Coulomb interaction between electrons and results in a diminished

DOS at the Fermi surface. The result from Efros and Shklovskii [94] demonstrate that in
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general we cannot treat the DOS g(ε) as a constant as we did in the case of Mott VRH. Next,

we will present a method to construct the DOS function of the Coulomb gap and describe

Efros-Shklovskii (E-S) VRH.

Figure 5.3: Schematic diagram of a more realistic DOS of a doped semiconductor according

to computer simulations [94]. The simulation result shows DOC varies as the ratio K =
NA
ND

varies. (a) K � 1, (b)1−K � 1, (c) K = 0.5. The area shaded with red dashed lines shows
occupied states. The blue dashed lines are Fermi levels.

We begin by considering that at sufficiently low temperatures, all electron states below

the Fermi level µ are occupied while all the states above µ are empty. In a narrow energy

interval (µ − ε0 , µ + ε0) around the Fermi level, the work associated with transferring an

electron from occupied state Ei to empty state Ej can be written as [100]:

∆Wi→j = Ej − Ei −
e2

κrij
> 0, (5.17)

where rij is the hopping length between the two states and κ is the electrical permittivity

of the material environment containing the electrons. This equation can be obtained in two

steps. In the first step, we take an electron from a filled donor site i to infinity where the
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Figure 5.4: The Coulomb Gap in the DOS of a low carrier density material in 2D (linear
red line) and in 3D (parabolic yellow curve). The red shaded area corresponds to occupied
states.

potential energy is taken to be zero. The amount of work done in this step is −Ei. In

the second step, the amount of required work to move the electron to site j is Ej if the

occupation of a donor corresponded to the ground state of the system. However, the donor

site i is empty and should be treated as positive charge. Therefore, in the calculation, the

attraction between the positive charged site i and the electron will diminish the required

work by the amount of − e2
κrij

[94]. The total work ∆Wi→j should be greater than zero

otherwise the alternative configuration in which the state j is occupied and the state i is

empty would be preferable. From Equation 5.17 and the condition Ej − Ei < 2ε0, we can

derive the constraint for the total number of impurity states N in a d-dimensional (d=2 or

3) system:

N(ε0) =
1

rdij
<

(
2κε0
e2

)d
. (5.18)

Since ε0 can be arbitrarily small, we can replace the inequality in Equation 5.18 with an

equality [99]. The corresponding DOS function for this small interval of energy around
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Fermi level will be:

g(ε0) =

∣∣∣∣∂N(ε0)

∂ε0

∣∣∣∣ ∝ d

(
2κ

e2

)d
ε0
d−1 . (5.19)

Additionally, we can replace the small parameter ε0 by |ε−µ|. In this case, the DOS function

near the Fermi level becomes:

g(ε) ∝ d

(
2κ

e2

)d
|ε− µ|d−1. (5.20)

The DOS g(ε) that results from taking into account the Coulomb interaction is not a constant

as in the case of Mott VRH. In a disordered 2D system with a low carrier concentration,

g(ε) is linear in |ε− µ|, and in a disordered 3D system g(ε) is parabolic in |ε− µ|, as shown

in Figure 5.4. From Equation 5.18 and the previous arguments, we find that the hopping

length rij = e2

2κε0
. This hopping length can be inserted into Equation 5.8, where we can

assume on average ∆E = ε0, and obtain:

Rij ∝ exp

(
e2

2ξε0κ
+

ε0
kBT

)
. (5.21)

Equation 5.21 above shows that there is a minimal value of Rij when:

ε0 =

(
e2kBT

2ξκ

)1
2

. (5.22)

Then, if we apply this value of ε0 to Equation 5.21, we obtain the mathematical expressions

for the E-S VRH model:

ρ(T ) = ρ0 exp

(TES
T

)1
2

 and r(T ) = ξ

(
TES
T

)1
2

, where: TES =
e2βES
kBκξ

. (5.23)
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The temperature-dependent resistivity ρ(T ) and hopping length r(T ) in the E-S VRH model

are valid for both 2D and 3D, and βES is a numerical factor which was calculated (using

theory of percolation) to be 6.2 in 2D [101] and 2.8 in 3D [94].

5.2.5 Zabrodskii Method

In this section, we will describe a common method used to analyze the temperature depen-

dence of the resistance of a device or system developed by Zabrodskii and Zinov’ewa [102], of-

ten referred as the “Zabrodskii method” (or the resistance curve derivative analysis (RCDA)

method.) This method can help to determine the dominant transport mechanism of a sys-

tem. As we shall see, the temperature-dependent resistivity ρ(T ) in most systems (such as

in our CsSnBr3 thin film devices) can take the following general phenomenological form:

ρ(T ) = BT−a exp

[(
T0

T

)x]
, (5.24)

where B, a, T0 and x are all constants. The exponent x carriers information about which

transport regime is dominant in a measured device. In the Zabrodskii method we define a

quantity ω(T ):

ω(T ) = − ∂ ln ρ

∂ ln T
. (5.25)

By combining Equations 5.24 and 5.25, we get:

ω(T ) = a+ x

(
T0

T

)x
, (5.26)
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When the system has an exponential (activated) ρ(T ) dependence, we have ω(T ) = x
(
T0
T

)x
,

by taking the logarithm on both sides we have:

ln(ω) = ln(xTx0 )− x ln(T ). (5.27)

The first term of the above equation is a constant, which means we can find the value of x by

fitting a plot of ln(ω) versus ln(T ). We now provide a example to show how the Zabrodskii

method works in practice based on measurement of GaGdN layers grown on semi-insulating

6H-SiC(0001) substrates [103]. By determing the value of x in different temperature ranges,

one can determine the transition from E-S VRH to Mott VRH as the device’s temperature

is reduced.

Figure 5.5: Application of the Zabrodskii method to transport measurements performed
on GaGdN layers grown on semi-insulating 6H-SiC(0001) substrates by Bedoya-Pinto et al.
[103]. (a) Temperature dependence of the resistivity of GaGdN on 6H-SiC. (b) Transition
from E-S VRH to Mott VRH as determined by Zabrodskii method (m1 and m2 correspond
to two different values of the exponent x shown in Equation 5.24). Note that data plotted
on Figure (b) are on a logarithmic scale for both axes, which is equivalent to plotting ln(ω)
versus ln(T ).

The successful analysis of the transport data using Zabrodskii method requires precise

control and measurement of the device temperature, which is not possible over a wide range

105



of temperature in our system. Thus, we are not able to apply Zabrodskii method in our data

analysis.

5.3 Nguyen-Spivak-Shkovskii Model

In this section, we will discuss the role of quantum interference in 2D Mott VRH based on

the so-called NSS theory developed by Nguyen Spivak and Shkovskii [104]. The contents

of this section are based on the treatment in [105, 104, 106, 107]. The general idea of NSS

theory is the following: Typically, each electron hop is accompanied by a phonon emission or

absorption event and thus an electron loses phase information after each hop. However, as

we will see below, interference can occur between different hopping (tunneling) trajectories

connecting two fixed sites. Furthermore, this interference can be altered by the presence of a

magnetic field which manifests as a giant negative magnetoresistance. This phenomena will

be described below and we will see that it actually describes our data on epitaxial CsSnBr3

thin films.

From Equation 5.14, for 2D Mott VRH, the hopping length r(T ) is much greater than

the average distance between nearest impurity sites (i.e. the localization length ξ). This

provides the possibility for electrons to take multiple hopping paths between localized sites

(see Figure 5.6). Along each hopping path, there are many elastic scattering events that

can affect the overall probability of electrons hopping from localized site 1 to 2. During

these scattering events the electron maintains its phase coherence. Additionally, the phases

of electrons on different hopping paths are different in general and can interfere. Electrons

ultimately lose their phase information after arriving at site 2 once the hopping process is

done.

106



Figure 5.6: The diagram depicting the NSS model. Three (out of many possible) zigzag
hopping paths are shown. All of these paths contribute to the probability amplitude of an
electron hop from localized site 1 to 2 (having energy ε1 and ε2). The grey shaded area
is the enclosed area SΓ for the hopping path Γ. When an external magnetic field (normal

to the plane of the 2D material) is applied, an additional phase term ϕΓ =
2πBSΓ

Φ0
will be

introduced to the hopping path Γ, and the interference between different hopping paths leads
to negative magnetoresistance. The short horizontal lines are localized states (impurities)
where elastic scattering occurs during the electron’s transit from 1 to 2.

If there is are impurities between site 1 and 2, the wavefunction describing an electron

tunneling from site 1 to 2 takes the form [105]:

ψ0
1(~r) ∝ 1

|~r − ~r1|
exp

(
−|~r − ~r1|

ξ

)
. (5.28)

Each impurity along a typical hopping path produces scattering, and scattering by impurity

i (having energy εi, see Figure 5.6) results in a wavefunction of the form [108]:

ψscat = ψ0
1(~ri)

µi
4π|~r − ~ri|

exp

(
−|~r − ~ri|

ξ

)
where: µi ≡

8πξεi
ε1 − εi

, (5.29)

where µi is the scattering amplitude associated with impurity i. Along the hopping path from

site 1 to 2, the electron can be scattered elastically many times. All these waves contribute
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to the wave function ψ1(~r2) at site 2,

ψ1(~r2) = ψ0
1(~r2) +

∑
i

µiψ
0
1(~ri)

|~r2 − ~ri|
exp

(
−|~ri − ~r2|

ξ

)

+
∑
ij

ψ0
1(~ri)

µi
|~rj − ~ri|

exp

(
−
|~rj − ~ri|

ξ

)
µi

|~rj − ~r2|

× exp

(
−
|~rj − ~r2|

ξ

)
+ ... =

∑
{Γ}

ψΓ(~r2) .

(5.30)

The above expression includes all the contributions of possible hopping paths Γ connect-

ing site 1 and 2. Since the scattering wavefunctions decay exponentially with increasing

distance from an impurity and only forward scattering is relevant, the scattering paths are

concentrated inside the cigar-shaped domain. An important aspect of Equation 5.30 is that

all terms in this equation are real and can in general have either sign since the scattering

amplitude µi can be positive or negative. It will be beneficial to recast the effect of scattering

and interference on the transport in terms of a new factor J :

ψ1(~r2) = Jψ0
1(~r2) , J ≡

∑
{Γ}

JΓ , R12 = J−2R0 exp

(
2r

ξ

)
. (5.31)

The factor J represents the total amplitude of the tunneling wavefunction and it is the sum

of amplitudes of the individual paths JΓ. In the NSS model, J is a random real number

that depends on ε1, ε2 and the hopping length r (r ≡ r12), and it depends on the random

coordinates and energies of all impurities that are located in the system. The resistance R12

is that between site 1 and 2 and it is associated with value of J and not with the temperature

of the system [105] at sufficiently low temperatures. In the presence of a small magnetic field

normal to the 2D system, the wavefunction between two scattering centers introduce a phase
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factor exp(iϕΓ) to each path Γ and results in a complex J [105]:

J =
∑
{Γ}

JΓ exp(iϕΓ) where: ϕΓ =
2πBSΓ

Φ0
. (5.32)

In Equation 5.32, Φ0 is the flux quantum and SΓ is the area enclosed by a scattering path

and a straight line connecting site 1 and 2 (see grey shaded area in Figure 5.6).

The next part of the question is how can transport in the 2D Mott VRH regime be

understood in the context of the NSS model of coherent hopping. Methods developed from

percolation theory can be used to answer this quesition [94, 105]. Percolation theory (which

is beyond the scope of this dissertation) describes the behavior of a network when additional

nodes or links are added. In physics, it is often used to calculate the electrical conductivity

of a system by building a resistor network model that reflects a material with certain lattice

structure and impurity concentration (for more detail see [105, 94]). From percolation theory,

the magnetoconductance is determined by a logarithmic average L over realizations of the

impurity distribution [94, 107]:

L ≡ ln

[
σ(B)

σ(0)

]
=

〈
ln

[
σij(B)

σij(0)

]〉
=

〈
ln

[∣∣∣∣J(B)

J(0)

∣∣∣∣2
]〉

. (5.33)

By building up a percolating network in the hopping transport regime with various concen-

tration of impurities and distribution of scattering amplitude µi, and using Equation 5.33,

the authors in [107] found the following formula for L, which as we shall see below, leads to

negative magnetoresistance [107, 109]:

L = γ
r(T )

lB
. (5.34)
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Note that both side of this equation is unitless, lB =
(
h̄
eB

)1
2 is the magnetic length and γ

is a universal numerical coefficient and it is estimated to be γ ≈ 0.1√
2

[107]. The quantum

interference between multiple hopping paths between two localized states creates fluctuation

in hopping probability, and a large negative magnetoresistance can be achieved by averag-

ing these fluctuations over different hopping processes in the system [110]. If we consider

Equation 5.33 and 5.34, and the magnetic length lB , we obtain:

ln

[
R(B)

R(0)

]
= −γr(T )

( e
h̄

)1
2 B

1
2 . (5.35)

Equation 5.35 clearly shows the dependence of the logarithm of normalized magnetoresis-

tance ln
[
R(B)
R(0)

]
as a function of B

1
2 . More details regarding about this equation will be

provided when we present the negative magnetoresistance data from our CsSnBr3 thin films

in Subsection 5.4.3.

NSS physics has been realized in various systems in the 2D VRH regime including GaAs

field-effect transistors [111], fluorinated graphene [112], Ge films [113], In2O3−x films [114]

and GaAs/AlGaAs heterostructures [115]. All of these systems show large negative magne-

toresistance when the systems are at low temperatures, and Figure 5.7 shows an example

from [115] on GaAs/AlGaAs heterostructures. The magnetoresistance of this sample shows

the characteristic linear dependence versus B
1
2 predicted by Equation 5.35.
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Figure 5.7: Data from [115], semilogarithmic plot of the magnetoresistance as a function

of H
1
2 at a fixed temperature of T=300 mK for a low-dimensional electron systems in a

molecular-beam-epitaxy grown GaAs/AlGaAs heterostructure at three different localization
lengths (controlled a by gate voltageto tune the charge carrier density) of ξ = 250, 550, and
1050 Å.

5.4 Coherent Hopping Transport in CsSnBr3

5.4.1 Temperature-Dependent Electrical Properties of Epitaxial

CsSnBr3

Before presenting the result on hopping transport, in this subsection we will first discuss

the temperature-dependent resistance observed in epitaxial CsSnBr3 devices. Evidence for a

structural phase transition observed in the temperature-dependent resistance data will also

be discussed.

Figure 5.8 shows the resistance of CsSnBr3 epitaxial thin film devices versus temperature

as they are cooled from room temperature to 2.4 K in the absence of a magnetic field.

In each of the two devices, we observe that the resistance increases as the temperature
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Figure 5.8: (a) Resistance versus temperature of CsSnBr3 device. (b) Additional CsSnBr3
device for comparison. Insets: Data zoomed in near 215 K, highlighting the observed kink
in R(T ), which is indicative of a structural phase transition upon cooling.

decreases and reaches many tens of kΩ at the lowest temperatures. While previous work

has reported Ohmic contact between CsSnBr3 and gold at room temperature [38], our two-

terminal resistance measurements cannot preclude a contribution from a contact resistance

between the evaporated gold contacts and the CsSnBr3 epilayer. Nevertheless, we emphasize

that such a contact resistance would not change the conclusions we draw regarding coherent

hopping transport. We also note that recent theoretical work has indicated the potential role

of electrode induced impurities in CsSnBr3 [116], which could be investigated with future

four-terminal devices. Finally, we note that all measurements reported here were performed

in a regime of linear response, which was ensured by performing device IV characteristics at

the lowest temperatures.
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Figure 5.9: In situ RHEED data of rough CsSnBr3 grown epitaxially on NaCl (left) and
cooled from room temperature (top, right) to just above liquid nitrogen temperature (bot-
tom, right).

In the resistance data, we observe a repeatable small kink that appears at 215 K in

all of the samples we have measured (see insert of Figure 5.8 (a) and (b)). The kink is

likely associated with a structural phase transition in the epilayer. In fact, structural phases

transitions have been reported previously in bulk CsSnBr3 [117]. Moreover, our in situ

RHEED diffraction measurements on rough CsSnBr3 show an increase in the c/a lattice

ratio of 7 ± 2% (based on the change in the spot spacing in the dz/dx directions) as the

sample is cooled from room temperature to 83 K, confirming the presence of a cubic to

tetragonal phase transition (see Figure 5.9).

5.4.2 2D Mott Variable Range Hopping in CsSnBr3

In the previous section, we have showed that the CsSnBr3 device we have is consistent

with that of a lightly doped semiconductor (see Figure 5.8). Moreover, the data at low-
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temperature range (15 K to 125 mK, see Figure 5.10) is consistent with the 2D Mott VRH,

ln[R(T )] = ln(R0) +

(
T0

T

)1
3

(5.36)

The above equation (derived from Equation 5.14) gives a clear picture regarding the

temperature dependence of the measured resistance in our devices and 2D Mott VRH. The

characteristic temperature T0 = 32 K and T0 = 44 K for device A and B (A and B has same

geometry which can be found in Subsection 3.4.2) are obtained fits to R(T ). The fact that

we observe 2D Mott VRH in epitaxial CsSnBr3 thin film devices implies that the electrons

in CsSnBr3 undergo phonon-assisted tunneling between different localized states and that

the tunneling distance of electron is much larger than the distance between impurities at low

temperatures, as depicted in Figure 5.1.

Figure 5.10: Logarithm of the low-temperature (15 K to 125 mK) resistance a function of

T−
1
3 for CsSnBr3 epitaxial thin films. (a) data from CsSnBr3 device A, (b) CsSnBr3 device

B. The red dashed lines are fits to the data based on the temperature dependence of 2D
Mott VRH transport.

As describe above, the regime of variable range hopping (VRH) will only appear at a suf-

ficiently low temperature. As the temperature increases, thermally activated NNH will onset
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Figure 5.11: Power law temperature dependence of CsSnBr3 device outside the 2D Mott
VRH regime. (a) and (b) data are from CsSnBr3 device A. (c) and (d) data are from
CsSnBr3 device B. (a) and (c) At high temperatures (35 K to 15 K), the CsSnBr3 devices
show thermally activated transport (NNH, and its characteristic temperature dependence of
resistance is ln[R(T )] ∝ T−1, converted from Equation 5.7). (b) and (d) At low temperatures
(15 K to 125 mK), the devices show 2D Mott VRH transport as described in the main
manuscript. Below 125 mK we find that the device resistance saturates, a phenomenon
that is likely associated with thermal decoupling of the device from the cryostat. The data
is from CsSnBr3 sample A, and CsSnBr3 sample B shows similar behavior.

and dominate the hopping transport between localized sites. NNH here is characterized by a

dependence ln[R(T )] ∝ 1
T , as shown by Equation 5.7. In Figure 5.11 (a) and (c) we present

measurements of the resistance of two devices at higher temperature (35 K to 15 K), showing

this expected 1
T dependence for our epitaxial CsSnBr3 devices. Additionally we observe a

saturation of the device resistance roughly below 125 mK as shown in Figure 5.11 (b) and (d).

This deviation is likely associated with a thermal decoupling of the device from the mixing

chamber as the primary source of electronic heat exchange between the sample and the cryo-
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stat decreases with increasing device resistance leaving the device at an elevated temperature

relative to the mixing chamber.

Figure 5.12: Checking of the temperature-dependence power law of CsSnBr3 devices outside
the VRH-regime at low temperatures (15 K to 100 mK) (a), (b), (c) are data from CsSnBr3
device A. (d), (e), (f) are data from CsSnBr3 device B. (a) and (d) are for checking NNH

( ln[R(T )] ∝ T−1 ), (b) and (e) are for checking E-S VRH ( ln[R(T )] ∝ T−
1
2 ), (c) and (f)

are for checking 3D Mott VRH ( ln[R(T )] ∝ T−
1
4 ). Note that data from both samples do

not fit to NNH and E-S VRH model.

Additionally, in Figure 5.12, we plot the temperature-dependent resistance data of our

CsSnBr3 devices at low temperatures (15 K to 100 mK) for various power laws to compare

with other models. Figure 5.12 (a) and (d) are for NNH (T−1), (b) and (e) compare with E-S

VRH ( ln[R(T )] ∝ T−
1
2 , derived from Equation 5.23), and (c) and (f) are for 3D Mott VRH

( ln[R(T )] ∝ T−
1
4 , derived from Equation 5.13). These plots show that our low-temperature

resistance data do not match the NNH and E-S VRH models since these data show non-linear
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dependences. In contrast, transport in our devices could be interpreted in the context of 3D

Mott VRH (see Figure 5.12 (c) and (f)). The possibility of 3D Mott VRH can be ultimately

ruled out by our observation of a large negative magnetoresistance as well as clear signatures

of NSS physics from the CsSnBr3 samples as will be discussed in Subsection 5.4.3 and 5.4.4.

5.4.3 Giant Negative Magnetoresistance in CsSnBr3

To further reveal the coherent hopping transport of the charge carriers in our epitaxial

single-crystal CsSnBr3 thin film devices, we performed magnetoresistance measurements

at different low temperatures up to large magnetic fields (i.e. up to ±13.5 T). In these

measurements the applied magnetic field is normal to the epitaxial film. The result of the

magnetoresistance for both devices are shown in Figure 5.13. We find a giant negative

magnetoresistance with no sign of saturation over the full field range at low temperatures,

and at T = 0.5 K, the ratio of
R(0)
R(B)

> 2. This is in contrast to WL (WAL) where the

magnetoresistance only decreases by a few percent [16]. This is consistent with results

shown in reports for GaAs/AlGaAs heterojunctions (see Figure 5.7 [115]) and In2O3−x films

in the 2D VRH regime [114] and is consistent with the predictions of the NSS model. We find

that the negative magnetoresistance peak is weakened as the device temperature is increased

indicating a possible reduction in the length scale associated with phase-coherent hopping,

which could be caused by increased inelastic scattering from phonons or charge carriers. The

weakening of the peak may also potentially result from a contribution from positive orbital

magnetoresistance as the device temperature is increased.
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Figure 5.13: Magnetoresistance of two CsSnBr3 epitaxial thin films at different low tempera-
tures. (a) data from CsSnBr3 device A. (b) data from CsSnBr3 device B. Both devices show
giant negative magnetoresistance with no sign of saturation. The applied magnetic field is
normal to the CsSnBr3 film. The peak of the magnetoresistance weakens as the temperature
increases, indicating that the length scale associated with phase-coherent hopping is reduced.

Note that at T = 0.5 K the ratio of
R(0)
R(B)

> 2 for both samples, which is significantly ex-

ceeding unity.

5.4.4 Analysis of Different Length Scales in CsSnBr3

We have plotted the magnetoresistance data in the form of natural logarithm of normalized

magnetoresistance ln
[
R(B)
R(0)

]
as a function of B

1
2 in Figure 5.14, which clearly demonstrates

the expected functional dependence as we discussed in NSS model (see Equation 5.35). The

observation of the NSS physics further proves that our devices exhibit 2D rather than 3D

Mott VRH behavior. The temperature-dependent hopping length r(T ) can be obtained

from the slope of the linear regime in Figure 5.14, which yields r(T ) ∼= 94, 81, 67, 59 and

46 nm at 0.5, 0.75, 1, 1.5 and 2.5 K for CsSnBr3 device A (128, 107, 87, 72 and 61 nm

at 0.5, 0.75, 1, 1.5 and 2.5 K for CsSnBr3 device B). According to Equation 5.14, in low-

temperature 2D Mott VRH regime, r(T ) should have the following temperature dependence

r(T ) = ξ
(
T0
T

)1
3 . In the insets of Figure 5.14, we plot r(T ) as a function of T−

1
3 , which show

good agreement with this expected behavior for 2D Mott VRH and is independently consis-
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Figure 5.14: Logarithm of the normalized magnetoresistance ln
[
R(B)
R(0)

]
as a function of the

square root of the magnetic field B
1
2 at different temperatures as indicated. (a) Data from

CsSnBr3 device A. (b) Data from CsSnBr3 device B. Inset: temperature-dependent hopping

length r(T ) as a function of T−
1
3 .

tent with our temperature-dependent resistance measurements at zero magnetic field. We

also note that the corresponding localization length for charge carriers ξ can be determined

from the slope of r(T ), from which we find ξ ≈ 30 nm for CsSnBr3 device A (ξ ≈ 37 nm for

device B).

Our measurements and analysis also allow us to place a lower bound on the phase coher-

ence length for charge carriers in CsSnBr3 In particular, the NSS model is applicable when

the phase coherence length lφ is longer than r(T ). In this limit the hopping paths retain

phase coherence. Equation 5.35 also requires that the magnetic length lB be shorter than

the hopping length r(T ), so that there are multiple quanta of magnetic flux through a

typical closed-loop hopping path, and the magnetic field strongly alters the phase of the

charge carrier trajectories. Our observations in aggregate indicate good agreement with the

NSS model suggesting that both conditions are fulfilled, and the hierarchy of length scales
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lB ≤ r(T ) ≤ lφ is achieved. In Figure 5.14 at T = 0.5 K, from both devices, we observe

linear dependence of ln
[
R(B)
R(0)

]
on B

1
2 for all values of B

1
2 ≥ 0.6T

1
2 with a weaker depen-

dence at smaller fields. This high-field regime corresponds to lB ≤ 40 nm, and the condition

lB ≤ r(T = 0.5 K) is satisfied. While we cannot directly measure the phase coherence length

lφ in the VRH regime, the requirement that lφ is greater than r(T = 0.5 K) implies a phase

coherence length significantly larger than at least ∼ 100 nm for both of CsSnBr3 devices.

This is consistent with the notably high phase coherence length measured in our epitaxial

CsSnI3 thin film device [11].

5.5 The Resemblance of Nguyen Spivak and Shkovskii

Model and Weak (Anti-) Localization in Epitaxial

Halide Perovskites

This section serves as a summary of the NSS model discussed in 5.3 and discusses its simi-

larities and differences to the theory of WL (WAL) discussed in Section 4.4.

In Figure 5.15 we present a qualitative picture of these two modes of quantum coherent

transport, where WL (WAL) is observed in our epitaxial CsSnI3 device and NSS is observed

in our epitaxial CsSnBr3 device. A schematic of the corresponding transport regimes for

both models are shown, along with the different scattering paths and scattering centers.

The various relevant length scales, including the temperature-dependent typical hopping

length r(T ), the charge carrier localization length at zero magnetic field ξ, and the phase

coherence length lφ, are also shown in Figure 5.15 along with their sizes relative to each

other.
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Figure 5.15: Qualitative picture of two modes of quantum coherent transport in 2D systems.
The gray dots represent impurities (sites of elastic scatterings). Three different length scales,
the phase coherence length lφ, the temperature-dependent hopping length r(T ), and the
localization length ξ, are indicated. (a): Model of WL (WAL) in a conductor. Blue (red)
arrows show clockwise (counterclockwise (time-reversed)) diffusive trajectories. The electron
spin is only considered in WAL. (b) NSS model based on 2D Mott VRH in an insulator.
A charge carrier tunnels from site 1 to an energetically favorable site 2. The red path and
the blue path represent two possible tunneling trajectories, which contribute to the overall
hopping amplitude from site 1 to 2.

In the quantum diffusive transport regime, which arises at a higher charge carrier density

relative to the VRH regime, the coherence among multiple elastic scattering paths of a sin-

gle electron can lead to an enhancement of backscattering, as shown in Figure 5.15 (a). An

externally applied magnetic field introduces relative phase shifts between different scattering

paths and thus leads to relatively small negative magnetoresistance, which is the hallmark of

WL [16]. WAL has the same physical nature as WL, but with the additional phase imparted

on the electron spin via spin-orbit interaction. This spin-orbit effect in WAL leads to relative

small positive magnetoresistance near B = 0. In analogy to WL (WAL), coherent transport
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can also appear at significantly lower charge carrier density in the Mott VRH regime and

can also be modified by an externally applied magnetic field. To understand the magne-

toresistance in the hopping regime, the NSS model considers the overall hopping amplitude

between localized sites as the sum of amplitudes of different tunneling trajectories, each

of which involves an electron or hole passing virtually through multiple localized impurity

states, as depicted in Figure 5.15 (b). When an external magnetic field is applied, a phase

shift is introduced that can coherently modify the overall hopping amplitude and lead to a

large negative magnetoresistance [107, 118]. So, in a nutshell the NSS physics we observe

in epitaxial CsSnBr3 films is a analog of WL (WAL) in the Mott 2D VRH regime. The

fact that we can observe different coherent transport effects in our halide perovskite devices

adds to the growing body of evidence demonstrating that epitaxial halide perovskite thin

film devices are emerging as an exciting new class of low-dimensional quantum electronic

materials. As the quality of epitaxial halide perovskite materials continues to improve via

advances in growth, doping, and strain engineering, one can expect the emergence of ever

more subtle and exotic electronic states of matter (such as the QH and FQH states discussed

in Chapter 1) in these materials at low temperatures. Additionally, leveraging the advances

of halide perovskite epitaxy opens the door for developing high-quality devices exhibiting

symmetry-broken collective states.
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Chapter 6

Conclusions and Future Directions

In conclusion, we have presented quantum coherent transport in epitaxial single-crystal

halide perovskites thin films. In particular, we have observed WAL in CsSnI3 in the quantum

diffusive regime, and a large negative magnetoresistance in CsSnBr3 which can be explain

using NSS model for 2D coherent Mott VRH. These coherent quantum transport phenomena

demonstrate the great potential that halide perovskites have as a new class of materials for

making future quantum electronic devices. The following are several future directions that

could be explored with these materials.

Effects of Doping and Thickness

Figure 6.1: (b) Magnetoresistance of one CsSnI3 epitaxial thin film at T = 250 mK showing
WAL. (b) Measurement on another CsSnI3 epitaxial thin film at T = 10 mK showing WL.
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In magnetoresistance measurements on epitaxial single-crystal CsSnI3 samples, we found

that most samples show WAL and have relatively low resistance at low temperatures as

shown in Figure 6.1 (a). However, some CsSnI3 samples exhibited high resistance at low-

temperatures and showed behavior resembling WL, as shown in Figure 6.1 (b). These differ-

ences could be caused by difference in sample thickness and variations in doping. Thus, the

systematic investigation of the transport properties on halide perovskite with varying film

thickness could be performed to explore the transition from 2D-to-3D quantum transport

as a function of vertical confinement. Additionally, systematic studies with variable doping

could be performed to investigate the conducting properties of these semiconductor materi-

als.

Four-Terminal Measurements on van der Pauw Device

Figure 6.2: (a) Photo of a MAPbI3 thin film in a four-terminal measurement. (b) Schematic
figure of a halide perovskite device with van der Pauw device geometry.
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Another future direction would be to develop four-point quantum transport measure-

ments on halide perovskite thin films and van der Pauw and Hall bar device geometries (see

Figure 6.2 (b)). Four-point measurements would enable measurements to systematically

characterize the charge mobility, density, and carrier type in these materials over an wide

range of growth parameters including doping and disorder. Additionally, we have already

made progress in this direction and have realized conventional four-terminal measurements

on methylammonium lead iodine (MAPbI3) thin films (see Figure 6.2 (a)).

Surface Acoustic Wave Measurements on Halide Perovskites Thin

Films

Figure 6.3: Schematic figure of a proposed “flip-chip” device. The top layer is a piezoelectric
material, where interdigitated transducers (IDTs) are fabricated onto the bottom side. A
surface acoustic wave (SAW) can be generated from either pair of IDTs. The bottom layer
is a halide perovskite thin film device with four gold contacts.

Inspired by our previous work, in which we demonstrated that the charge carriers in

graphene can be driven by surface acoustic waves (SAWs) [119], one could perform acousto-
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electric measurements on halide perovskites, especially single-crystal CsSnI3 devices which

have demonstrated high charge carrier density. A SAW is an elastic wave that propagates

along the surface of a piezoelectric material, and have been used to studying 2DESs. SAWs

can be generated (and detected) using interdigitated transducers (IDTs) fabricated on the

piezoelectric substrate. A new halide perovskite device based on a “flip-chip” geometry is

shown in Figure 6.3.

High Magnetic Field (45 T) Magnetotransport Measurements

As discussed in Chapter 1, an exciting possibility would be to observe the IQHE or even

the FQHE in epitaxial halide perovskite 2DES. As device quality increases, samples could

be taken to the US National High Magnetic Field Laboratory to perform magnetoresistance

measurement up to 45 T. This significantly larger field could reveal the presence of quantum

oscillation (i.e. Shubnikov–de Haas effect), which is a precursor to the quantum Hall effects

introduced in Chapter 1.
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