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Abstract

Cosmic-rays with energies in the range of 1 - 100 TeV are nesokropic in
their arrival directions due to interactions with randorstattered inhomogeneities
in the Galactic magnetic field. Observation of the large es@alisotropy in the
arrival direction of these cosmic-rays is therefore a udeful in constraining the-
oretical models of cosmic-ray propagation, probing the metig field structure in
our interstellar neighborhood, as well as providing infation about the distribu-
tion of sources. In this work results are presented of a hartnanalysis of the
large scale cosmic-ray anisotropy as observed by the Milagservatory. A two-
dimensional display of the anisotropy projections in rigbtension is generated by
the fitting of three harmonics to 18 separate declinatiordban

Milagro is a water Cherenkov detector located at an elenatin2630m in
the Jemez mountains outside of Los Alamos, NM. With a liveetim90% and
a large field-of-view £ 2 sr), Milagro is an excellent instrument for measuring this
anisotropy with high sensitivity at TeV energies.

The analysis is conducted using a seven year data samplstoogp®f more
than 95 billion events. A sidereal anisotropy is observeith wimagnitude around
0.1% for cosmic-rays with a median energy of 6 TeV. The domif@ature in this
data set is a deficit region of depth 2.85+ 0.06 stat. +0.08 syst.)x10~2 in the
direction of the Galactic North Pole with a range in declioabf -10 to 45 degrees
and 150 to 225 degrees in right ascension. The anisotropyshl®wys evidence of
a time dependence, with a steady increase in the magnitutte ¢fignal in this

region over the course of seven years. An analysis of theggmspendence of the



anisotropy in this region is also presented showing possiéViation of the spectral
index of the anisotropy signal from that of the nominal casnaly background. The
anisotropy of cosmic-rays in universal time is analyzedashg a dipole structure
at the level of 3x 104, consistent with the Compton-Getting effect expected due

to the Earth’s motion around the Sun through the cosmic-tagre
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Chapter 1

Introduction

When Victor Hess first discovered mysterious particles ognifom outer space
backin 1912 it opened a new window on the universe for astnans. These parti-
cles came to be known as cosmic-rays and sparked the fieldstafle physics and
astrophysics. A great deal is known about cosmic-rays waghnain topics being
energy spectrum, composition and asymmetries in arrivattion (or anisotropy).
However, there are still unanswered questions. The spea@ms of these cosmic-
rays are still a mystery and there are also questions abguticaay propagation.
In addition, since cosmic-rays are charged particles, taeybe used as a probe
of magnetic field structures not normally observable by otheans. Answering
these questions requires utilizing detailed measurenwénke different aspects of
cosmic-rays mentioned above. In an attempt to add to thigkattye, presented in

this work is an analysis of the large scale cosmic-ray aropgt



1.1 Galactic Cosmic-Rays

1.1.1 Brief Overview

Cosmic-rays are observed over a wide range of energies foou@e MeV to more
than 16° eV. The energy spectrum of cosmic-rays has been extensiuadijed.

Figure 1.1 shows the nominal cosmic-ray spectrum as obdenvé&arth.
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Figure 1.1: Differential nominal cosmic-ray spectrum. Thepe is flattened by
multiplying the flux byE2®. Figure taken from [1]

The lowest energy cosmic-rays can be produced by the Sunginate from
outside the solar system. The highest energy cosmic-raysf anknown origins as
of yet. Given that the rate of particles with energie$0'® eV reaching the Earth is
about one per square kilometer per century, it is difficultdatblect enough of them

to tell where they came from with any statistical power, @aliph currently it is



suspected that these cosmic-rays are from extragalactices Cosmic-rays with
energies up to about 0eV are believed to be almost entirely of galactic origin.

Galactic cosmic-rays (henceforth abbreviated as CRs) &aa/erage energy
density of~ 1eVcnt3, similar to the energy density of interstellar radiatiordan
magnetic fields [6]. For this reason, these CRs play an impogart in the dy-
namics of the interstellar medium. The focus of this work isc@smic-rays of
energies between about 0.5 TeV to a couple hundred TeV ahe isrtergy range
to be assumed if not explicitly mentioned.

Another important aspect of CRs, which has been studiedtaildes the com-
position of cosmic-rays. About 98% of CRs are fully ionizeacleons (mainly
protons) with the other 2% being electrons and positronsdi&$ of the nuclear
component involve determining both the elemental commrsiénd the isotopic
abundances of different particle species (as well as timgirgy spectra). The in-
formation gathered from these studies are indispensablenfterstanding the ori-
gin, acceleration, and propagation of CRs. One exampleyagt to the isotropy
observed in cosmic-rays, is the average time a CR spends igetlaxy before es-
caping. This can be determined from isotopic abundancesdidactive nuclei and
is found to be on the order of 10 million years. For a detaidaw of this subject
see [7].

Sources of CRs at these energies are not entirely known.eTheaumber of
probable candidates for accelerators of CRs that have ledied including: su-
pernovae, supernova remnants, and pulsars (see [8] fondediedliscussion). The
main obstacle to determining the acceleration sites isabethat the path of CRs,

being charged particles, bend in the Galactic magnetic. fisferefore, the arrival



direction of a CR does not directly point back to its sourcafoimation about
the location of possible CR accelerators can be obtainedigifr a combination
(an exceedingly difficult one at that) of the CR energy spautand composition

information, understanding of CR propagation, and cosmncanisotropy.

1.1.2 Propagation and Isotropy

The propagation of CRs for a particular particle speciesbeawritten as [9]:

oy(r, p,t)

aippszpa%éw— aip[ptu— HERAYITE %w— %w (1.)

wherey (T, p,t) is the CR density per unit of total particle momentprat po-
sitionT, q(T, p) is the source term containing contributions of the parsdeurces,
other particle species decays, and spallatig,is the spatial diffusion coefficient,
V is the convection velocity) pp is the diffusion in momentum space (as can occur
in CR reacceleration due to interactions with plasma wauvesg propagation)p
is the rate of momentum gain (or l0ss),is the characteristic time scale for loss by
fragmentation, and; is time scale for radioactive decay.

Some of the factors in this equation are known, such as thi&aspa cross-
sections, decay times, and gas densities (which can benelt&iom atomic and
molecular gas surveys). Others are model dependent. Theesdistribution and

particle species abundances, for example, require ativietachnique to compare

calculations using a given model with observational data.



The diffusion tensor plays an important role in CR propagatnd partly en-
codes details of the magnetic field structures. The diffusioCRs arises from the
scattering of particles on random magnetohydrodynamumdisnuities and waves
distributed throughout the Galaxy. Locally, the spati#fiugiion follows along mag-
netic field lines and can therefore be very anisotropic. @yelacales of 100 pc,
fluctuations in the random magnetic field can be much larger the average field
strength & 1pg). Since CRs spend on the order of M@ars propagating in the
Galaxy, these random fluctuations lead to a large degreetbfsy on these dis-
tance scales. The typical values of the diffusion coeffici@gasuming an isotropic
tensorial structure) for relativistic particlesis10?°cn? /s as determined from anal-
ysis of CR composition data [10]. The diffusion coefficiemincalso be energy

dependent, varying depending on the theoretical model.

1.2 Cosmic-Ray Anisotropy

1.2.1 Diffusion and Source Distribution

In the diffusion approximation, the amplitude of the anispy is dependent on the

spacial gradient of the number density of cosmic-rays andeacalculated as [11]:

3D [N
A= —— 1.2
v N (1.2)
whereD is the diffusion tensorN is the number density of cosmic-rays, and
v is the velocity of the cosmic-rays (which at these energesssentiallyc). The

diffusion tensor is generally assumed to be isotropic icfical calculations; there



is no reason for this to be true but, lacking detailed knog#edf the structure of
the local Galactic magnetic field, it cannot be calculateglie®ly. The isotropic
approximation is reasonable on scales larger thd00 parsecs due to randomness
in the large-scale Galactic magnetic fields.

Anisotropy caused by a gradient in CR density can arise frdfasibn of
cosmic-rays into the Galactic halo, the distribution ofro@sray sources and inter-
actions with local magnetic field configurations.

The diffusion of CRs into the Galactic halo can be examinedguthe three-
dimensional diffusion equation. This can take into accdhatspatial distribution
of atomic and molecular gas clouds, CR sources, and coowddi?]. A simplified
model of the galaxy is as a thin disk with a uniform distriloatiof interstellar gas
and CR sources. Surrounding the disk is a halo with a muchHenagnsity of mat-
ter and sources and in general will have a higher diffusi@ffment. Cosmic-rays
produced in the Galactic disk will tend to diffuse out inte Balactic halo creating
an anisotropy in the direction perpendicular to the diskisTan be approximated
by [11]:

3
Analo = il (1.3)

X
with zequal to the perpendicular distance from the Galactic aigke density
of gas in the disk4 1cm1), andx the average thickness of interstellar matter
passed through by the CRs 8 x 10%%cm2). Usingz~ 10 pc gives an anisotropy
on the order of 10° but it is noted that this approximation does not take int@aot

the particular magnetic field configurations, source distions, or asymmetries in



the size of the Galactic halo between the Northern and Souttemispheres, all of
which complicate this calculation.

The density of CR sources is expected to be higher in the mhtie Galaxy.
The exact calculation of the anisotropy due to these souscest possible with-
out knowing the specific distribution, intensity, and ageths sources but, some
simple approximations have been examined. Using the isictidiffusion model,
a number of studies have been conducted predicting theteopgaarising from a
distribution of possible cosmic-ray sources such as suwpaerremnants and pul-
sars near the Earth (for details see [13], [14], and [15])thikse studies a more
sophisticated simulation of the diffusion process is cated including escape of
CRs from the Galaxy through the halo, reacceleration of @Rd,discrete known
source candidates. In general these simulations tend tastimate the anisotropy
but are within an order of magnitude of observationslQ—3). In addition the pos-
sible sources found to be the most important for producingrasotropy similar to

observations lie within about 1-2 kiloparsecs from Earth.

1.2.2 Heliospheric Magnetic Fields

Since CRs at energies of 1-100 TeV tend to propagate alontptiaé magnetic
field, there is expected to be an enhancement coming fromithetidn of the
heliotail. The heliotail is the part of the heliosphere ogip®to the Sun’s direction
of motion formed from the interactions between the solamdyinterstellar plasma,
and interstellar and interplanetary magnetic fields. Fedu shows the shape of the
magnetic field lines in the heliosphere. As is seen, the magheld lines become

more parallel in the direction of the heliotail. This coultbev more cosmic-rays



to propagate from this direction rather than from directiorhere the CRs would

have to propagate perpendicular to the magnetic field.
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Figure 1.2: Schematic view of the magnetic field structurethe heliosphere.
Figure taken from [2].

The magnetic fields in the heliosphere are not large enougjigmdficantly mod-
ulate CRs at TeV energies. The gyroradius for a TeV partictbe local magnetic
field is around 0.1 pc (or 100 AU), approximately the size eflileliosphere. How-
ever, according to a recent derivation of the diffusion terf46], it appears that
perpendicular diffusion can become significant. This cddde implications for
the modulation of TeV cosmic-rays in the outer heliosphere @ the changes in
the heliosphere coming from varying solar output (e.g. theyéar solar cycle).

At this point in time, understanding how this could ariseuiegs more theoretical



work and simulations of the heliosphere.

1.2.3 Compton-Getting Effect

In addition to the spatial gradient leading to anisotropgre is also the momentum
gradient. In 1935 Arthur Compton and Ivan Getting proposétkary of cosmic-
ray anisotropy based on the motion of the Earth through sade Assuming an
isotropic and homogeneous cosmic-ray sea in the vicinithefsolar system, this
anisotropy would manifest as a dipole with a maximum in threation of motion.
Figure 1.3 shows a schematic view in the case of the Earthf®omaround the Sun.
The anisotropy, defined as the fractional difference froenrttean cosmic-ray
rate, is calculated to be [18] (assuming the observer'sdspesmall compared to

the speed of the light):

A(®) = (2+a)\—écos(9) (1.4)

where@ is the angle between the direction of the Earth’s motion &edGR
arrival direction,a is the spectral index of the CRs,is the speed of the Earth
relative to the isotropic CR background, ant$ the speed of light. It is noted that
although this effect is dependent on the spectral indexeo€iRs, it is not dependent
on their specific energies.

In the case of the Earth’s motion around the Su#a,29 km/s, an using a value
of a = 2.7, the anisotropy is expected to be of the order of“L0AIso necessary
to consider is the variation in magnitude and direction efdhisotropy due to the

Earth’s tilt on its axis and orbital eccentricity.
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Figure 1.3: Schematic picture of the Compton-Getting ¢ffiee to the Earth’s mo-
tion around the Sun. The size of the arrows indicates the mafmof the cosmic-
ray flux.

This calculation may also be done for the motion due to tharsylstem around
the Galactic center. In this case there is the possibiliéy the CR sea co-rotates
with the local Galactic magnetic fields. This complicates grediction of this
effect. But, one can make an estimate of the maximal effe@dsyming a static
rest frame for the CRs relative to the Sun’s velocity whichbsut 225 km/s in the

direction of Vega. This gives an expected anisotropy on ttercof 1072,
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1.2.4 Previous Observations

There have been many observations of the large scale coaynamnisotropy in the
TeV energy range. Many of these observations come from gnolend cosmic-
ray muon experiments. In general these observations assia@Rs arrive from
directly overhead the experiment and so do not have infoomat the declination
direction. The data is analyzed by fitting harmonics to tretridtiution in the right
ascension direction. A summary of the fundamental harmamiglitude and phase
information from a variety of experiments is given in Chay@teThese observations
show an anisotropy with a magnitude on the order of?With the maximum being
roughly in the direction of the heliotail. This excess is stimes referred to as the
“tail-in” region. The anisotropy is also observed, by the 88ADE experiment
[19], to decrease with increasing energy uptd0® eV.

In addition there have been two-dimensional displays otReanisotropy pub-
lished recently. The Tibet Air Shower Array, with a modal egyeof 3 TeV [20],
and Super-Kamiokande-I, with a median energy of 10 TeV [Baye identified two
coincident regions of interest in their sidereal obseorati They observe the excess
or “tail-in” region, as well as a deficit at 200" right ascension sometimes called
the “loss-cone”. This is a historical term coming from a thyethat this deficit is
caused by a conical magnetic field structure [22].

The Tibet array also looked at the time and energy dependsitice anisotropy.
They found no time dependence by comparing data split inbdfite-year periods,
1997-2001 and 2001-2005. It is noted that if the anisotras/dntime dependence

based on the solar cycle it might not be seen this way giversobe maximum
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overlaps both of these sets. They also see the anisotropgimezonstant up to
about 12 TeV at which point it decreases in magnitude.

The Earth-motion Compton-Getting effect has been obsasedk!l and corre-
sponds well with theory. However, a Galactic Compton-@gtgffect has not been

seen.
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Chapter 2

The Milagro Detector

The Milagro gamma-ray observatory is an extensive air sh@i&S) detector lo-
cated in the Jemez Mountains outside of Los Alamos, NM atitutk of 3588°N

and a longitude of 1068°W. The altitude of the detector is 2630 m above sea
level giving an atmospheric overburden of g36n?. The detection of EASs is
achieved using a water Cherenkov technique. Using thisitgak makes it eas-
ier (and cheaper) to build a detector having a large areativglability to collect

a large number of incident EASs. The Milagro detector has ld bé view of

~ 2 sr and detects 1700 EAS events per second, the majority of which are due
to hadronic initiated showers. In addition the detector &dise-time of > 90%.
These characteristics make Milagro an excellent instrarfioehe measurement of

both localized sources and larger scale phenomena.
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2.1 Physical Principles

2.1.1 Extensive Air Showers

The direct detection of gamma-ray and cosmic-ray (hadjgradicles is impossi-
ble for ground based detectors since the large atmospheariburden is opaque to
these particles. However, this overburden can be used agegral part of a de-
tection device for very high energy particles. When a pryr@rsmic-ray particle
enters the atmosphere it initiates a secondary partickadascalled an extensive air
shower (EAS). Properties of the EAS can then be used to detertime direction,
energy, and type of incident particle. The development o6E#a complicated
process but has been thoroughly studied (e.qg. in [23]). Aokfied model is given
here.

The initiation of an EAS is dependent upon the type of incigeaticle. In the
simpler case of a gamma-ray primary, the interaction of tieqn with a molecule
in the atmosphere creates an electron-positron pair. Tégtren-positron pair then
produces high energy photons through bremsstrahlung whiehact with the at-
mosphere creating more electron-positron pairs etc. Bosrglary particle cascade
grows geometrically until the mean energy of the partictdisldelow a critical en-
ergy (about 85 MeV). At this point ionization losses predoates and the rate of
fermionic pair production decreases dramatically. Afeaahing this point (called
the “shower maximum?”), the number of secondary particlesetese on the way
down to the ground.

Since the secondary particles are ultrarelativistic, tosver develops as a front,

perpendicular to the incident particle’s direction, witltha&ckness of aboutrh. It
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is this perpendicular development of the EAS that allowsti@r detection of the
primary particle’s direction through the measurement offPivhing information.
The largest concentration of particles is in the center efftbnt and is termed the
“shower core”. This shower front is slightly curved givematiparticles at the edges
tend have less energy and are therefore more susceptibleuor@b scattering.
This scattering also leads to the lateral extent of the shiwegng quite large{
100m).

For showers initiated by cosmic-rays, the evolution hasessimilar features as
above. In this case however, there are more possible raagtioluding a hadronic
cascade, caused by the scattering and spallation of pemanieracting with at-
mospheric nuclei and molecules, and the productiorfofind ° particles. The
1° particles can decay into photons which then proceed as iatibee case. The
e decay process produces muons and neutrinos. A muon can ey ohto an
electron or positron, depending on the muon type, and aineuffigure 2.1 shows
a schematic view of a cosmic-ray initiated EAS. For both gasray and cosmic-
ray initiated showers, the dominant particles reachingigdolevel are electrons,

positrons, and photons.

2.1.2 Cherenkov Radiation

A common method of detecting the high energy charged pastigiesent in EASs
is through the observation of Cherenkov radiation. Whenagsd particle with
velocity V moves through a dielectric medium with a speed larger thaptbpaga-
tion speed of light in that medium, Cherenkov radiation @duced. This radiation

is emitted as the atoms and molecules of the medium returguil@ium after
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Figure 2.1: Schematic view of a cosmic-ray initiated extenair shower. Figure
taken from [3].

being polarized by the moving charged particle. The phosonisted will construc-
tively interfere as long as the polarizing particle is mayfaster than the speed of
light in the medium. This emission propagates as a cone bf Vigth an opening
angle relative to the direction @fequal to:

0= cos‘l(v—cn) (2.1)

wherec = speed of lighty = speed of the charged particle, amé index of
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refraction of the medium. In water= 1.35, giving an opening angle of about®42
for ultrarelativistic particlesW = c).
For this phenomena to occur at all, a moving particle with negssm, must

satisfy the following relation:

mc
Eparticle > —F—— (2.2)
/1— L
n2
Using this relation it is easy to show that in water the thoddhenergy for
Cherenkov radiation production of an electron is 0.76 MeV,d muon it is 0.16
GeV, and for a proton it is 1.4 GeV. This is, by extension, theeshold energy
required for detection of these particles by the photorpligti tubes in the Milagro

detector.

2.2 Physical Layout of the Milagro Detector

2.2.1 Pond

Figure 2.2 is an overhead view of the Milagro detector shgwire covered pond
and the “outrigger tanks” in red. The pond is located in theteeand has dimen-
sions of 80n x 60m at the surface. The depth isn@&nd the sides slope to a dimen-
sion of 50nx 30mat the bottom (see Figure 2.3 for a schematic diagram). The po
is protected by a light-tight cover allowing for operati@yardless of weather con-
ditions or time of day. This cover can be inflated for repafrséightning protection
system was also constructed around the detector consadtimgetwork of wires

suspended above the pond. The pond is filled with about 2#bmllters of purified
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Figure 2.2: Aerial view of the Milagro detector. The rectatay area in the center
is the pond. The red disks show the location of the outrigagieks.

water which is recirculated at a rate €f750 /min. The recirculated water flows
through a filtration system to remove particulate matteralsad through a UV filter
to prevent biological growth. This system is implementedn@intain clarity of
the water which is important for the accurate reconstractbEASs. The quality
of the pond water can be gauged by measuring the attenuatigthl of the water.
The most recent measurement shows an attenuation leng8maditla wavelength
of 325h1m, the wavelength of Cherenkov radiation with peak detectmmsitivity in
Milagro.

The pond is instrumented with 723 photomultiplier tubes {R)ymanufactured
by Hamamatsu (model #R5912SEL) and arranged in two laybestop, or “air-
shower” (AS) layer, consisting of 450 PMTs at a depth of 1.%arse and the bot-
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tom layer, or “muon” (MU) layer, consisting of 273 PMTs at gptie of 6 meters
(see schematic in Figure 2.3). The AS layer is used for eveggdring and re-
construction. The MU layer can be used for background nejedivhen looking
for gamma-ray sources). The PMTs in both layers are buoyashtaaranged in
a 28mx 2.8m grid with the MU layer grid offset from the AS layer grid by hal
the grid distance. This grid distance was chosen as it i®¢mthe distance of the
Cherenkov cone size at the level of the PMTs. The depth of esApproximately
five radiation lengths giving Milagro the ability to detec@rgma-rays (which out-
number electrons-and positrons by about five to one in an EA®and level) that
will have converted into electron-positron pairs by thedithey reach the AS layer.
Figure 2.4 shows the PMT grid under the cover. Each buoyant BMethered
in such a way so the photo-cathode faces upwards. Each PM3oisarrounded
by a conical “baffle”. The baffle is in place to both block haoital and upward
traveling photons (mainly from large zenith angle muonsyl eacrease the collec-
tion area of the PMTs. Originally these baffles were congédifrom aluminum,
but tended to corrode over time leading to reduced photdactan capability and
the degradation of water quality. These were thereforeaosal by polypropylene

baffles. These replacements were done in two sessions iI6®&® 9/2005.
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Figure 2.3: Schematic view of the Milagro pond.
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Figure 2.4: View of the pond showing the PMT grid from unde¥ thflated cover.

2.2.2 Outrigger Array

The number of PMT hits in the pond cannot be used as a good neeafsparticle
energy if nothing is known about the core location. A low gyeair-shower with
its core on the pond can have the same number of PMTs hit afi@hé&ygy shower
hitting far away from it. In order to better determine theectocation the an out-
rigger array was installed. The Milagro pond is surroundgthiis outrigger array,
consisting of 173 outrigger tanks, which expands the cbia@rea of the detector
to 40,0007 (although with sparser sampling). This array was instahedemen-
tally starting in 1999 and was completed in 2003. Each ogénigank is cylindrical
with a height of Inand a diameter of.2m. These tanks are filled with water and
instrumented with a single, downward facing PMT. To incestiee light collection
capability of the PMT, the inside of the tank is lined with Bk/(a white, reflective

material). This large outrigger array allows for the moreusate determination of
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EAS cores leading to an improvement in the angular recoctsdruof an event. In

addition, the outrigger array is used in the estimation ohpry particle energy.

2.3 Electronics

The electronic system is responsible for taking the raw PR é@nd converting it
to useful information regarding individual primary palés. To do this there needs
to be a mechanism for interpreting the large amount of datived from the PMTs
as well as quickly selecting candidate signals to be andlyEkis section describes

the main electronic subsystems of the Milagro detector tesadcomplish this task.
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Figure 2.5: Schematic of the Milagro electronics systergufa taken from [4]
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2.3.1 PMT Pulse Processing

The PMTs are grouped into sets of 16, each with its own higtagel (HV) power
supply and front end board (FEB) used to process the PMT Isigridhe signal
received by the FEB from a given PMT consists of a pulse. Tharnmation one
wishes to extract from a given pulse is the time it was detkated the intensity
of the collected light. This information is collected usitige time-over-threshold
(ToT) method. The ToT method is used rather than analogegitatl converters
which would have seriously increased the expense.

The method works by taking the PMT pulse and sending it thndaagh a low
gain (~ 1x) and high gain { 7x) amplifier. The output of each of these signals
runs to a discriminator. The output of the discriminator igittzed and is equal
to zero until the pulse height crosses a threshold whereigimalschanges state
creating an “edge”. When the pulse falls back below the tiokek(decaying in the
manner of an RC circuit) the signal reverts to zero creatmalzer edge. There are
two thresholds used: one at about 0.25 photoelectrons (B&g8p the output from
the high gain amplifier) and the other about 5 PEs (using theubdrom the low
gain amplifier). The output takes two forms (see Figure 2d&jemding on pulse
height. Also from this figure it is easy to see that a largesguieight results in
a longer time between edges (this is where the term ToT coroay) f Since the
pulse height is proportional to the intensity of the incidkght on the PMT, the
ToT can be used as a measure of this intensity. The ToT isdedarsing a LeCroy
FASTBUS time-to-digital converter (TDC) and is sent alonghwthe edge train to

the triggering mechanism. The time of the event is taken tthbdime at the first
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low threshold crossing. Since each PMT can differ in the@rafing characteristics
(PE to ToT relationship, time of pulse propagation throdghdable), a pulsed laser

system is periodically used to calibrate the output of thelBlh the pond.

PMT Pulse
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Low Threshold
(1/4 PEs)

High Threshold o
(5 PEs) Lo

Voltage G i . 0
Output
1 State

2-edge event 4-edge event

Time

Figure 2.6: Visualization of the translation between a PMilsp and time-over-
threshold (ToT) for two pulse sizes.

2.3.2 Triggering

To accommodate the large number of events coming from diftedirections an
event trigger was needed. Milagro has used two differeggéning mechanisms
over its lifetime. From about 1/1999 through 3/2002, Milagtilized a simple
multiplicity trigger. The multiplicity trigger counts theumber of PMTSs hit in the
AS layer (Nas) over some time window. This window was set@B00nswhich is

approximately the propagation time of a horizontally magvehower through the
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pond. In order for a shower to trigger an event ,which resaoltata from the TDC
modules being sent to the data acquisition system (DAQ)usgtrhave hit at least
60 PMTs in the AS layer within the time window. This threshalds chosen in
order to lower the energy threshold of the detector whil¢&rictgg the number of
single, large zenith-angle muons triggering the detedthis threshold also keeps
the event rate below the maximum that the DAQ can handI2q0CH 2).

The rejection of the single muon triggers can be done duhe@hgular recon-
struction. Since the Cherenkov light from an event triggdrng an EAS will follow
a planar path through the detector, this can be discrindrfaden an event triggered
by a single muon for which the Cherenkov light will not be @abut rather con-
ical. However, it is desirable to be able reject these muaits thve trigger rather
than the more computationally intensive angular fit. To #msl a custom VME
card was installed in 3/2002 which could differentiate bew the different time
profiles created by EASs and large zenith-angle muons.

The different time profiles are parameterized by a quanttied “risetime”.
The risetime is defined as the time elapsed during the calecf 10%— 90% of
total hits for a given event. A uniform plane of Cherenkowhtigsuch as that from
an EAS, passing through the detector will have a lower nsethan that of a muon.
Given this difference in risetimes, the VME card was progreed to include this

in the event trigger and was initially set up with the follogiparameters:

e Nas> 20 & risetime< 50ns
e Nas> 53 & risetime< 87.5ns

e Nas> 74
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The VME card also operated with a smaller time window~0180ns. Around
4/2006 the VME trigger card failed. Since that time a newgeigng system which
operates on the same principle but with an even smaller timdow of ~ 80ns
has been in use. Over the entire Milagro lifespan the triggarve been adjusted to

maintain a event rate that was around 1HM@0

2.3.3 Data Acquisition System

When the conditions for a triggered event are met, the raw @Bi@ along with a
time stamp of the event, recorded from a GPS clock, are seaatMBIE memory
module. These data are then read out and processed by the YZA€ns This
system consists of a series of “workers”, which is respdaditr reconstructing
the raw event data, and the main DAQ computer, which seneesaih data to the
workers and collects the reconstructed event data forggorahis reconstructed
event data includes, but is not limited to, information sashthe arrival direction
of the primary particle, the arrival time in MJD, the locatiof the shower core,
and the number of PMTs hit in each of the three layers. Thignsitucted data is
stored in a RAID array on-site and is also saved at the UntyasEMaryland. The
amount of reconstructed event data comes to about 5 GB per day

Monitoring of the DAQ system (and Milagro in general) is penhed to ensure
continuity of data collection (within reason) and data gyallrregularities in the
data taking are recorded daily as are individual problemsnniney arise in an

online logbook by a member of the collaboration who is ontshif
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2.4 Event Reconstruction

As described is Section 2.1.1, a primary particle produce&AS which has a

larger concentration of secondary particles along the shawis, called the shower
core, and a curved shower front surrounding it. The relasheancement of the
shower front particles through the pond (i.e. the PMT higns used to determine
the original direction of the primary particle (see Figuré)2 However there is an
uncertainty inherent in this determination due to the cooation, thickness of the

shower front (aboutr), and due to its curvature.
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Figure 2.7: Visualization of the advancement of a showentftorough the Milagro
pond. The relative hit times of the PMTs can be used to reaactshe direction of
the primary particle initiating the air shower.
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2.4.1 Timing Corrections

The shower thickness has the effect of skewing the relatviag of the AS PMT
hits. The reason for this is that the time of a PMT hit is reeordvhen the first
photoelectron (PE) is detected. Since detection of a PE elaapilistic event, a
volume of the shower front with higher density of particle#i wvon average, record
an earlier detection time than that with lower density. Tthite difference can be
corrected using the number of PEs measured in each ind\#dWi& hit determined
from a method developed using monte carlo simulation corspas with data.
The shower curvature also skews the relative timing of th& Pils. A direct
fit of a curve to the shower front is far too slow to be effectgigen the high
event rate and complexity of the fit function. For this reagmnrelative timing is
corrected with a linear function (cylindrically symmetacound the shower axis)
of fixed slope determined by monte carlo simulation. The @altithis correction
is determined to be about®s/m, where the distance is measured from the core
location to the PMT for which this time correction will be sl Having these
PMT timing corrections, the angular reconstruction can edgomed. The first

step required is determining the core location.

2.4.2 Core Location

The determination of the core location has been accomplissang a number of
different methods since Milagro first started running. Ae theart of all of the

earlier methods was a simple “center of mass” calculatidimelé as follows:
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wherei runs over all PMTs hit for the event (IN), X; andy; giving the coor-
dinates of thath PMT, andPE the number of PEs recorded in the PMT. The
weighting of /PE was chosen to keep PMTs with a large number of PEs hit from
completely dominating the fit. Before the addition of thermger (OR) array, only
the AS PMTs are used. This clearly has a disadvantage givemibre likely that
the core would have landed outside of the pond given the sizaland indifference
of cosmic-ray showers to its location. Methods were deveddp estimate whether
or not the core landed on or off the pond. If the core was deterdito be off the
pond, the distance was set to bendflom the center of the pond in the direction
given by the center of mass. Otherwise, the above equatisrused.

After the addition of the OR array, the ratio of the number & BMTs hit to
the number of AS PMTs hit was a good estimator of whether otmotore was
on the pond or not. If the core was on the pond, the above exuagain would
be used, if not, the above equation would be used with the OR$P0Med in the
calculation instead of the AS PMTs.

The latest method of determining core location uses a 2-DsSamy? mini-
mization. The center of this Gaussian gives the locatiomefshower core. In this

minimization, both the AS PMTs and the OR PMTs are used.
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2.4.3 Angular Reconstruction

Using the core location the relative PMT hit times are cageéc The corrected
PMT timing information is then fit to a plane using a weighygdit. Each PMT is
weighted according to the number of detected photons. Tsatirated five times.
In the first fit, PMTs with a small number of PEs are not includedsubsequent
iterations, PMTs with poor residuals are discarded and timeber of PEs required
for a PMT to be included in the fit is reduced. After the fifthré®on, if the arrival
direction is unphysical or the fit fails, the event is throwut.oFor a successfully
reconstructed event, the number of PMTs participating enfthis also recorded
(Nfit). This parameter turns out to be useful in event selectiehvah be used to
improve the quality of cosmic-ray data. This will be discedsn a later section.
The angular resolution of Milagro using this procedure tsdyehan 2 with ~ 90%

of triggered events being successfully fit.

2.5 Monte Carlo Simulation of the Detector

Lacking any controllable TeV sources located outside thehEsaatmosphere, the
only way to estimate the response of the detector is througlise of monte carlo
(MC) simulations. These MC simulations can be used to estimarious param-
eters useful to the operation of Milagro such as: EAS impacampeters, angular
resolution, energy determination, and effective area.

The MC has two main components: simulation of an EAS in theoaphere,
and simulation of the shower front through the Milagro deiecThe simulation

of the air shower is accomplished using the CORSIKA (Cosnag Rimulations
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for Kascade) package[24]. This part of the MC first simulabesinteraction with
the atmosphere of a primary particle with some energy, dmecand type. The
secondary particles produced in this interaction are thepggated through an at-
mosphere of nitrogen, oxygen, and argon.{?8 21.0%, and 9% volume pro-
portions respectively) down to the detector level. The giesrof the simulated
particles can extend to #%V. The types of particles simulated are gamma-ray
photons and nuclei as heavy as iron. These particles arenhkith a power-law
spectrum of the forndN/dE = E~20. The events can be re-weighted during later
analysis to conform to the proper spectral indices for thié@a type.

After the simulation of the shower is complete, the motiod &ypes of sec-
ondary particles in the shower front are input to the GEANGE(mMetry ANd
Tracking) package[25]. The GEANT software takes this infation and simulates
the propagation of these particles through a virtual Mibagetector. The shower
fronts are distributed over an area 1000 m around the detethte output of the
software mimics that of the actual detector with the addité the true direction,
energy, and particle type of the primary particle. This atitgan then be used to

test detector response as well as various analysis methods.

2.5.1 Gamma-Hadron Separation

Since Milagro was designed specifically with the observabd gamma-rays in
mind, the ability to separate gamma and hadronic initiate8<is important. MC
simulation is an indispensable tool in creating technigeegsable of doing this.
However, given the focus of this work is on the hadronic congmt of cosmic-

rays, this separation will not be discussed here. For arepthdstudy of these
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techniques see [26].

2.5.2 Energy Estimation

There are a couple of energy estimation algorithms that haee used with Mila-
gro. There is an event-by-event estimator which is basedomga-ray simulations
and is discussed in detail in [27]. For the analysis in thesih the energy estima-
tion is based on an the natural log of an energy dependentnpéeg In(fOut) ).
The parameter fOut is defined as the fraction of live outnid®)dTs hit for a given
event. In practice the data is split into eight bins of width th In(fOut). The
first bin has In(fOut)< —3.5 and the last-0.5 < In(fOut) < 0.0. Since all of the
analyses in this thesis are based on data that use the safitg cuts, this discus-
sion will include the same cuts which arld;i; > 50 and zenith angle 50°. The
reasons for these specific constraints will be discussedtkinlata analysis section.
With these cuts, Figure 2.8 shows the event rate for the fearsyof Milagro data
after the outrigger array was installed as a function of tigaten(fOut) bins as
well as the correlation between In(fOut) and energy deteechiby MC. The MC
uses the fluxes and spectral indices for Hydrogen to Iront@srdened by the ATIC
experiment [28]. The median energy of triggers is found gishe MC simulation
to be 6 TeV. As can be seen the energy resolution is quite gdowdn(fOut) and

improves slightly at higher In(fOut).
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2.5.3 Effective Area

The detection area of Milagro is not explicitly defined by ptsysical size due to
the size of the showers and the fact that the shower core reddnd within the

detector boundaries in order to trigger an event. For thasoe the concept of
effective area is defined which gives a measure of the efigiehparticle detection

as a function of energy and zenith angle. The effective adefised as:

dd—l:l:///deAdEAeff(E,O)CD(E,G) (2.5)

where®(E, 0) is the differential primary flux as a function of energy andite
angle.
This effective area is calculated from MC simulation in arergly rangeE to

E + OE, and a zenith angle ran@eto 6 + 0 using:

Ntrig (Ea 9)
Nthrown(Ea 9)

whereAnhrow IS the area over which the simulated particles were thraMRewn

Aeff(Eae> = Athrow (2-6)

is the total number of simulated particles, @y is the total number of simulated

particles which actually trigger an event in the detector.
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Figure 2.8: Top: Number of events vs. the eight In(fOut) Himsactual Milagro
data taken from 2004-2007. Bottom: The monte carlo simdlaterelation be-
tween the eight In(fOut) bins and median energy. The asymenetror bars are
calculated using the inner 68% of simulated data.
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Chapter 3

Data Analysis

3.1 Celestial Coordinate Systems

The distance to astronomical objects outside the solaesys sufficiently large
with respect to the Earth’s size and orbit that they appebe tn the surface of an
imaginary sphere termed the “Celestial Sphere”. There amenaber of different
coordinate systems that astronomers have defined to desieeitocation of objects
on this sphere. The equatorial coordinate system is the metestant to future

discussion in this work and will be discussed now.

3.1.1 Equatorial Coordinate System

The equatorial coordinate system, a star-fixed or “sidéczairdinate system, can
be thought of as the projection of the Earth’s coordinatéesyqlatitude and lon-
gitude) onto the Celestial Sphere at a specific instant ie (iBee Figure 3.1). The

projection of the equator defines the Celestial Equator @f1g) the projection of
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the poles defines the North and South Celestial Poles (NCIB&RY.

north celestial pole

Right
Ascension

... celestial equator,

X,
south celestial pole

Figure 3.1: Diagram of the equatorial coordinate systemuite taken from [5].

The two coordinates of the equatorial system are: rightresoe (r.a.), and
declination (dec.). The dec. of a point on the Celestial &plsesimply the analog
of latitude on Earth. The dec. of the NCP is’9the dec. of the SCP is90° and
the dec. of the CE is0 Right ascension is the analog of Earth’s longitude witlozer
right ascension fixed by the apparent position of the Sun eiCedestial Sphere at
the vernal equinox. The vernal equinox occurs around Matah &nd is the point
when the Sun crosses the CE moving south to north. Right siscemcreases

from west to east, following the unfolding of the sky from atranomer’s point of
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view on Earth as time passes. For this reason r.a. is ofteamgi/units of hours,
minutes, and seconds. It is also acceptable to use unitsgoéele (with 24 hours
being equivalent to 369 which will be the convention used here.

Since the stars fixed on the Celestial Sphere appears to mwwedtie perspec-
tive of an observer on Earth as the Earth rotates, it is alsvergent to define
another equatorial coordinate system which follows thatron of the Earth called
local hour angle (HA). This system uses the same definitiotheafination as the
previous one. The longitudinal coordinate is now calledrramgle. As the Earth
rotates, a star, fixed at some r.a. and dec., will follow itsdigeclination but change
in hour angle. To define HA it is necessary to introduce theephof local sidereal
time (LST). Sidereal time (ST) is equivalent to r.a. and camged interchangeably,
local sidereal time on the other hand is defined as being ¢fint @iscension of the
celestial meridian for an observer at a given point in timbe Telestial meridian
being the semi-circle of right ascension running from thePNG the SCP contain-
ing the point at which the line extending from an observatation on the surface
of the Earth in the direction opposite to the force of gravitjersects with the Ce-
lestial Sphere (this point is also called the “zenith”). Takationship between HA
and ST (or r.a.) and LST is then defined as: HA = LST - ST. The HACx0o0r-
dinate system, thus defined, rotates with the Earth and i®d @®ordinate system

for an observer or observatory (e.g. Milagro) at a fixed lecadn Earth.

3.1.2 J2000 Reference

The equatorial coordinate system, being based on the pianeaf the Earth’s co-

ordinate system, is not fixed in time. The apparent positicancobject in the sky
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from Earth changes over time due to changes in the Eartréntation relative to
the Celestial Sphere. These changes are caused by prosaskess: precession,
nutation etc. These are admittedly slow changing effectsibad to be corrected
for. The way this problem is solved is by fixing the equatodabrdinates with
respect to the Earth’s orientation at a specified momenme tvhich is called an
epoch. Every epoch is 50 years long. The current epoch ieccd®000 and is
defined by the position of the Earth at noon on January 1s0).2@0this work, all

coordinates will be given with respect to this J2000 refeeen

3.1.3 Modified Julian Date

To standardize the notion of date, independent of any spexfendar, the Julian
Date (JD) convention was introduced. The JD is defined as uingber of days
since noon (Greenwich mean) January 1st, 4713 BC. Given thare2 million

days have passed since this time, another definition is wkrtidModified Julian
Date (MJD) which is calculated as: MJD = JD - 2400000.5. Sithtg® humber
also tends to have leading digits which do not change fordks;at is common
to truncate the MJD. For example, midnight September 9ti82tds a MJD of

54718.0. This is the convention that will be used henceforth
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3.2 Overview of Forward-Backward Asymmetry

Method

The size of the effect we are looking for is around 1 part incutand. The varying
detector conditions alone lead to rate variations arour@ititGes larger than this
expected signal. For this reason the forward-backward asstny method, also
used in particle physics (e.g. a search for CP violationgusollider data in [29])
but easily adapted for use in this context, is used to remosel@ms arising from
the short term variations in trigger rates due to effectscvlannot be accurately
modeled (weather, detector etc.).

Since Milagro scans the sky with the rotation of the Earth,ahalysis method
was designed to search for a coherent modulation of the casirate in the
direction of this rotation. Figure 3.2 and Equation 3.1 defime forward-backward
asymmetry (FB).

The quantityRg 5(§) is defined as the number of cosmic-ray events collected
during a particular time intervald) in an angular bin at a given declinatiod) @nd
local hour angled). The asymmetry is measured by subtracting two bins whieh ar
symmetric, in, with respect to the local meridian. For a pair of bins cerdeat¢,

—¢, andd, the asymmetry is:

_ Ros(+8) —Res(—¢)
Ro5(+€) +Ros(—¢&)

The time intervals are parameterized by an a®@iehich specifies the relative

FBs(0,¢) (3.1)

advance of the local meridian through the sky for three dbfietime frames:
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Hour Angle = o°

A

dQ dQ

59 x 59 50y 50

Figure 3.2: Diagram showing the definition §fused in the calculation of the
forward-backward asymmetry for a single declination band @ given 30 minute
histogr amJ£ is in the direction of hour angle.

©=375+75"xIST
O=375+75xIUT

© =375 +7.5"xIAST

IST, IUT, and IAST are integers, from zero to 47, denoting halr intervals
of sidereal time, UT, and anti-sidereal time (defined beldwjhe above equations,
the constants convert an integration time interval (1/2’hiotio degrees ((B°) with
the angle given at the center of each interval.

FB, being independent of overall detector rate, allowsHerremoval of trigger
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rate variations, which can be as large as 20%, arising froamging atmospheric
conditions as well as detector thresholds. In additiongesithe method was de-
signed to look at the rotational modulation of FB, any inmé@symmetry in the
detector response will be removed; it is in fact independétite observed asym-
metry of the detector response which is at the level of 10%alFy, by averaging
many full days, each tracing out a fulidn ©, the daily atmospheric and detec-
tor variations, which are assumed to be completely randoeg\zeraged out while
a coherent signal is preserved. This entire approach akogesarch for coherent
signals in the data set down to the level of 10- 1073,

Given that this method measures the modulation in the doreof Earth’s rota-
tion, the modulation in the declination (dec) direction can be observed. For this
reason the anisotropy results determined using the FB rdethicshow projections
of the anisotropy in the direction of right ascension (ri@dher than the full 2-D
anisotropy of the sky. Projections can be created for any loed visible to the
detector. Since each dec. band traces a completely indepeaitcle of the sky
and contains statistically independent data, each ded isarneated as a separate
observation and is analyzed separately from the others.nmdagel of the true 2-D
anisotropy can be confronted with, or constrained by, otet (@ven in Table 4.1)
by projecting the model along r.a. in our dec. bands. The sestions show how

this method is implemented using Milagro data.
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3.3 Data Selection

There are a number of cuts on the data that are performeden mrtimit systematic
effects and improve the quality of the data sets. Only evetiits a zenith angle
B < 50° are accepted. This zenith angle cut is used to limit contatimn from
large zenith angle muons. In addition to the zenith angle actepted events are
required to have used at least 50 PMTs in the angular fit. TdwBcolar cut was
settled upon as it gives better agreement with Monte Canulsition of trigger
rates and reduces the systematic effects dramatically altieet rejection of the
lowest energy events.

Before the data are analyzed we also look for trouble spotshaill be ex-
cluded from the analysis. Beyond the obvious times whereethere repairs we
look for large deviations in the zenith and azimuthgl &ngle distributions. The
way this is accomplished is by reading through the data aedtiog histograms
of the 8 andq distributions, forcing each histogram to contain an equahiber of
events. The number of events is fixed to avoid picking outqoisrof dead time and
is determined by calculating the number of events # 30 minute interval given
our average trigger rate of 1700Hz. These intervals are collected over a period
consisting of about three days. The individual phi and thit&ibutions are then
compared to the three day average by computing the chi sdiffeeeence between
them after normalization. If the chi square is larger tharid23he 0 dist. or larger
than 5 for thegp dist. the failing histogram is sent to a file along with thedim-
terval it corresponds to. These cutoffs were chosen bedhagajive a reasonably

low number of false failures without missing the problemtspd his procedure is
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repeated for the entire data set. The output intervals camtik inspected by hand
and compared to entries in the daily Milagro shift log. Maimyes these intervals
will have associated log entries involving hardware fakjrextreme weather etc.
If the interval appears to be legitimately corrupted, detaed from the log book

or by visual inspection of the distributions, it is exclud€xits made in this fashion

correspond te- 5% of the total number of events collected.

3.4 Organization of Event Data

The cosmic-ray events are binned in 2-D histograms acogitirtheir arrival di-
rection (in local coordinates) from10° to 80° in declination and-50° to +50° in
hour angle (see Fig. 3.3 for an example). The events arectetl@ver 30 "minute”
periods, where "minute” is defined in the following three éirframes: sidereal
(366.25 dayslyear), universal (365.25 days/year), atéirsal (364.25 days/year).
The events are placed into histograms with%° bins giving us 48 half hour his-
tograms per day (in one of the three time frames). Each of &eigtograms are
binned the same for each day and can be summed over any nuhdagrso This
averaging scheme is used with the forward-backward asynpmmetthod described
earlier in order to remove random anisotropies induced langimg atmospheric
and detector conditions.

The time frames mentioned above correspond to differemts/a the sky. Uni-
versal time (UT) shows the sky in sun fixed coordinates (iteMigagro longitude
noon is at 19%). Sidereal time (ST) is the usual equatorial coordinatéesy®f r.a.

and dec. Anti-sidereal time (AST) corresponds to no physieavpoint. As such
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Figure 3.3: Sample of a histogram showing the number of evasnt function of
dec. vs. hour angle for a single 30 minute period. The blasksdshow an example
pair of pixels shown in Fig. 3.2 fof = +£42.5° used in the calculation of the FB
defined by Eq. 3.1
it should have no signal present but is included for symmaig as a check on
systematics (more on this later). A ST day is 3 minutes anBG$econds longer
than a UT day. An AST day is shorter than a UT day by the same amou

In order to minimize contamination of the signal betweentkiree time frames
the data should be analyzed in sets of an integral numberavgy&or example, a
fixed signal in sidereal time, this signal’s position in UTifghby about 4 minutes
per day returning to the original position after exactly gear. When the analysis
is done the mean value is subtracted out and therefore tled 54 signal will
average to zero in the UT map. The same holds true for AST éxt&ST a fixed

sidereal signal will transit twice in one year.
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3.5 Harmonic Fit

While the method used is FB, the desired result is the awigptin the cosmic-ray
rates. The anisotropyA§(®)) is defined as the fractional difference from the mean
cosmic-ray rate. The assumption is made that the large-stabotropy in any
given dec. band can be modeled by a Fourier series and that gmall modulation

of a nearly isotropic signal. Three harmonics are used swahalysis which allows
us to see large-scale effects having a width in r. a. of greélase~ 40°.

For this model, the equation for the (normalized) rate bezom

3
Ros(+8) =14+ A5(0) =1+ ) Y5nCOSN(O£E — Pgp) (3.2)
n=1

Using this model for the cosmic-ray rates, the expected F&alsulated and
used in the fit to data in order to obtain the anisotropy pateraén 3.2.

The first step in finding the fourier coefficientg , and ®5 ) is calculating
the FB asymmetry (Eqg. 3.1) for each half hour histogram (patarized by®) as
a function of¢. The values of used range from.8° to 47.5° in 5° steps. The
observed values of FB are binned in a 2-D histograr® a$. © which then has the
mean value of the FB for each slice@subtracted out to remove any constant bias
in the detector response (See Fig. 3.4 for an example).

The fourier coefficients are obtained from these histogragnéitting to the
following function, predicted by the model, obtained by stiloting (3.2) in (3.1),

applying the appropriate trigonometric identities anahgghe fact thay, < 1.
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Figure 3.4: Sample histograms showing the forward-baciveesymmetry as a
function of & and hour angle for a single dec. band. The top plot shows ttee da
and the bottom shows the result of the fit. A modulation of tBeal a function of

O s clearly seen.
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Figure 3.5: Sample histogram showing the result of the 2- fibe forward-back
ward asymmetry (shown in the previous Figure) for a singtesh & = 40° — 45°
and a single slice in declinatian= 35° — 40°.

3
FBs(6,&) ~ Z —Y5,nSIN(NE) SiN(N(6 — @51)) ) (3.3)
n=1

A measurement can be made for any fi¥edrhe values of, described above
were chosen to make each measurement statistically indeperGiven this inde-
pendence and the fact that edcls sampling the same sky, the above equation may
then be used to fit aff as well as r.a. at the same time in a 2-D fit.

The result of the full 2-D FB fit and a sample for a single slig€ iis shown
here for actual data (Figs. 3.4 & 3.5). The output of the fihes $et of coefficients
corresponding to the amplitude and phase of the three Fdwarenonics describing
the anisotropy.

It is noted that this method averages over diffeégaind that this translates into
an averaging over any difference of energy in the data dubaaépendence of

atmospheric depth ofi An examination of this dependence is discussed in a later
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section (5.0.2) and shows that this averaging is well jestifi

3.6 Reconstruction

The six Fourier coefficients thus obtained in the fit are usedetonstruct the
anisotropy projection as a fractional difference fromigptc in a given dec. band

as follows:

3
A5(9) = Zlyé,ncoqn(e_(pé,n» (3.4)

This reconstruction is performed for all 18 dec. bands iedelently which can

then be combined to give a 2-D display of the anisotropy ptma in the sky.

3.7 Number of Harmonics

The optimal number of fourier harmonics was determined gnering the chi
square per degree of freedom for the 2-D fits as a function dirdgion. These
results are plotted in Fig. 3.6. As can be seen the three hacnfio gives a chi
square/ndf of~ 1 with no significant improvement for four harmonics and dfere

was deemed sufficient.

3.8 Statistical and Systematic Errors

The statistical errors are obtained by the usual propagatethod. Assuming the

error during event collection obeys a poisson distribytiion a bin with a large
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Figure 3.6:x2/nd f vs. dec. for different number of fit harmonics.

number of N events the error i¥N. From the fit we obtain the errors on the fit

parameters from which the error in the reconstructed sigradiculated using:

O%ignai(8) = % [0\2/n (ag‘\f) ) i +a2 (ag\_éf)) ’

n=1

(3.5)

The systematic errors are estimated by examining the AS& phats for an
integral number of years. For an integral number of yearatcssignal in one
time frame will not affect the others. The reason for thisxplained in Section
3.4. Monte Carlo simulations show that if there is a time wagysignal in one

frame it will induce a signal in the adjacent frames since®#sh’t average out over
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the course of the year. The induced signal is attenuatedlgfeaslowly varying
signals. Furthermore, MCs show that if the signal variesniversal time it will
affect both anti-sidereal and sidereal time with equal ntage but not necessarily
the same phase. Given that anti-sidereal time corresponus physical frame of
reference we expect to see no signal here. If a signal doesaapere the cause
is assumed to be due to random, residual variations, leftafter averaging over
many days, in the universal time signal. We can rule out thersal time variation
as the origin of the AST signal because the sidereal sighlihbwgh not constant,
only varies on the order of a factor of two over the entire sexear data set and
therefore cannot induce the AST variations at the level weedo Since we know
this same AST signal will be superimposed on the sidereabsigut with unknown
phase, we use the r.m.s. of these fluctuations to estimatgyttematic errors of
the sidereal anisotropy. The Monte Carlos mentioned abodeaamore detailed

investigation of systematic errors is given in Section.0.
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Chapter 4

Results

4.1 Sidereal Map

The results of the analysis for seven years worth of data asvshin Figure 1.
This figure is constructed by placing the anisotropy progect for 18 declination
bands, each band having a width 6f & their respective positions. Figures 4.2 &
4.3 show the individual declination projection profilesiihe width of the curves
corresponding to the statistical error. Table 4.1 contdiasamplitude and phase fit
parameters for each of the 18 declination bands. fhe.o. f. and the number of
events is also given in this table.

Figures 4.4 & 4.5 show six years worth of data split (2000 -70@to two
three-year periods. The main features are still presenthiaue appears to be an

increase in the magnitude of the anisotropy in the secorme tyears.
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Figure 4.1: Measured Anisotropy: fractional deviationnfrégsotropic cosmic ray
flux in r.a. vs. dec. for data collected from 7/2001 througkO0/7. The solid line
shows the Galactic Equator and the disk shows the locatidheoNorth Galactic
Pole. The width of the color gradations is the size of the ayerstatistical error
(~1x1079).

51



Dec. 0° - 5“|

i i i i
o T00 020 0 S0 5% 00% EY T 00 S0 50 o100 50 200 20 500 550
RA RA RA

o -,Dec.5°-10°|__- -Dec.10°-15°|; [ I 'Dec.15°-20°|'

i i i i i i i
B0 H00 150 200 550 300 350
RA RA

By} | DEC. 20°- 25° By |DEC. 25° 30 [ Zuf 7| DEC. 30° - 35°

i i i i i i i i i i i i i i
000 150 200 250 800 950 0 H00I50 200 250 500 950
RA

i H H H H H i o i H H H H H i oo i H H I H i
50 100 150 200 250 900 350 005 50 100 150 200 250 300 350 00Ip 50 100 150 200 250 300 350
RaA. RA RA

Figure 4.2: Anisotropy vs. r.a. for individual dec. bandsnfr—10° to 35°. The
dec. bands are arranged in increasing order from upperdédiver right. Each
band represents ®f dec. The line width corresponds to the statistical error.
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Figure 4.3: Anisotropy vs. r.a. for individual dec. bandsnfr35 — 80°. The dec.
bands are arranged in increasing order from upper left t@edowght. Each band
represents 5of dec. The line width corresponds to the statistical error.
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1st Harm. 2nd Harm. 3rd Harm. x?/d.o.f. Number
Dec. Amplitude  Phase Amplitude Phase Amplitude Phase afteve
(mean)  &1073%) (deg) (x1073%) (deg) (x1073%) (deg) (x10°)

77.5 0.54:0.26  2+27 0.3A0.14  13t11  0.16:0.11 -39£19  262.57/234 0.65
72.5 0.73:0.14 22+11  0.19:0.08 -25:12  0.06:0.06 1H19 266.50/282 1.38
67.5 0.720.09  23t7 0.06:0.05 -24-26 -0.0H0.04 208:116 308.67/330 2.39
62.5 0.83:0.07 195 0.12£0.04  -65£10  0.15:0.04 -2+4 355.61/330 3.63
57.5 0.99:0.06 6+3 -0.12£0.03  -3128  0.15-0.03 3t4 379.61/378 4.98
52.5 1.1@:0.05 8+3 0.22+0.03 -60:4 0.170.03 6+3 406.42/378 6.31
47.5 1.31%0.04 82 0.33:0.03 -63£2 0.21-0.02 2£2 498.02/426 7.51
42.5 1.710.04 81 0.44+0.02 -68+2 0.26+0.02 2 475.85/426 8.46
375 1.95-0.04 6t1 0.45+0.02 -73t1 0.24+0.02 32 472.71/426 9.07
325 2.04:0.04 10t1 0.47A-0.02 -76£1 0.206+0.02 B2 520.47/426 9.28
27.5 2.1%0.04 or1 0.53£0.02 -78:1 0.14+0.02 0t3 551.53/426 9.07
22.5 2.3%0.04 1H1 0.52+0.02 -8k1 0.12+0.02 -12£3 564.14/426 8.44
17.5 2.56:0.05 12t1 0.570.03 -8H-1 0.16£0.02 -32:5 523.45/378 7.45
12,5 2.62:0.06 ol 0.61H-0.03 -85-2  -0.05£0.03  -208:9  397.37/330 6.17
7.5 2.810.07 51 0.58+0.04 -80L2 0.08+0.03 -39:7 355.24/282 4.74
2.5 3.05:0.10 H2 0.6H-0.05 -80£3 0.14+-0.04 545 280.00/234 3.31

Table 4.1: The six fit parameterng?/d.o.f. and number of events for each dec. band.
The quoted errors are statistical and are included in treaitzlon ofy?.
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Figure 4.4: Anisotropy in r.a. vs. dec. for the first and secthmee year periods
(2000-2003 and 2003-2006 respectively).
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Figure 4.5: Anisotropy vs. r.a. profiles for the first and setthree year periods.
The profiles are given in°dec. bands increasing from top left to bottom right. The
first and last three bands are not included for brevity. Thecteve denotes the first
three years and the blue the second.
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In order to investigate this time dependence further, the dare split into sets
corresponding to two month and one year averages. Using ttaa sets, we can
examine the amplitude and stability of the position of thendwant feature in our
data, the “central-deficit” region, located at approximhate90° right ascension.
This deficit region has also been observed by other studigéssaa good marker
to focus on given its large area, seemingly small variatioitsi position over time,
and coherent behavior in adjacent dec. bands. The cemtfialtdegion was chosen
by eye and is defined as the area from-335° in declination and 160—- 210 in
r.a. Averaging over this region in the seven year data seisgawalue of (-2.85
0.06 stat+ 0.08 syst.x 102 corresponding to a 190 signal after the systematic

and statistical errors are added linearly to be conseeativ

4.2 Temporal Evolution

The apparent stability in position of the central deficitioegover time is examined
by plotting the average minimum in the declination bandsesponding to 5—
35° for two month and yearly periods. The results are shown iufég 4.6 &
4.7. The error bars on each minimum are calculated from alalision containing
100,000 minima obtained by monte carlo simulation. The tathan takes the six
parameters given by the fit to actual data for the dec. baretbalsove as the means
of six gaussians with widths given by their associated srrdihese gaussians are
in turn used to randomly generate a new set of parameter$nahécused to create
a simulated curve in which the minima are found and histognach The r.m.s. of

each histogram is calculated and interpreted as the gtatistror on the minimum.
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The systematic error is estimated as being equal to thestatatierror which is

approximately true for all of the data as is discussed ini&e&.0.6.

150

100

50

52000 52500 53000 53500 54000

Figure 4.6: Position of minimum in degrees vs. median datevofmonth averages
for a seven year period. The error bars are the linear comibmaf statistical &
systematic.
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As can be seen in Figure 4.6 the position of the valley isyaithble throughout
the seven year period. Fitting a constant to Figure 4.7 t&€suh mean of 188+ 2°
with ax?/d.o.f. = 3.6/6. This small variation over the yearly periods is what one

would expect from a true sidereal feature.
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300:_ ....................................................................................................................................................
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Figure 4.7: Position of the minimum anisotropy in r.a. agexover declinations
5° to 35 for yearly sets from 2000-2007. The error bars are the linearbination
of the statistical & systematic errors. The fit to a constalti® is 188+ 2° The
x?/ndf is 3.6/6.

Given this stability in position it is natural to examine teiation of the depth
of the central-deficit region w.r.t. time. Figure 4.8 showe variations for two
month averages. In each of these plots the error bars andai®id by adding the
statistical and systematic errors linearly in order to beseovative. The systematic

errors are estimated using the procedures shown in Secdh The errors make
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Figure 4.8: Average depth of the central valley vs. time fatadsets consisting of
two month periods.

it difficult to make any definitive statement about time evin on this time scale
although a definite trend is seen. For this reason we chodeeus on the yearly
averages given that the contamination from other effeatsilshbe minimized as
explained in Sec. 3.8. The central-deficit depth for the lyearerages are plotted
in Figure 4.9. Included in this figure are the the results of tofa constant as well
as a fit to a two-parameter linear function. Given the diffieseiny? for the two fits
it is clear that the two-parameter fit is much better and iegpé definite temporal
dependence.

Although it was stated in Section 3.2 that each declinatemdds to be treated

as an independent observation, the averaging done in thigot@l analysis is rea-
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Figure 4.9: Mean depth of the central-deficit region vs. MdDyfearly sets from
2000-2007. The error bars are the linear sum of the stat. &sysrs. The mean
is taken from 8 to 35" in dec. and 160to 210 in r.a. The solid line is the
fit to a constant value and the dashed is the linear two-paearfie Thex?/ndf
for the fits are 54.6/6 and 3.4/5 respectively. The fit paramiet the flat case is
(—2.814:0.10) x 1073; the two fit parameters to the functiétMJID) = po(MID—
53000 + py are: pp = (—9.854+1.38) x 10" andp; = (—2.734+0.10) x 103,

sonable given that the depth and position in the various loled correlates with
one another very well. This correlation can be seen in thaéippof the minimum
for each independent dec. band (for yearly sets) seen ind-fg@0 and in the time

evolution of the depth for the same bands seen in Figure 4.11.
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Figure 4.10: Position of minimum anisotropy in r.a. for teisdividual dec. bands
used in the calculation of the central-deficit region. Themrbars are statistical +

systematic.
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Figure 4.11: Value of the anisotropy at the minimum for theisdividual dec.
bands used in the calculation of the central-deficit regidre error bars are statis-
tical + systematic.
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In all of the plots there is a “deepening” of the anisotropyhis region while

not showing a shift in position. There are two main concebwiathese results:

e The yearly averages show a definite increase of almost arfattao over
the seven years. This is not consistent with the expectafiartime-invariant

sidereal sky anisotropy.

e Are these results actually indicative of some “sky-physmsare they the

result of systematic effects?

These questions will be explored in Section 5.0.7.

4.3 Energy Dependence

In order to see whether the anisotropy depends on energymididata accord-
ing to an energy dependent parameter, natural log of th&édraof outriggers hit
(In(fOut)). Only the last four years of data can be includedhis energy analysis
given the outrigger array was not completed until 2003.

More specifically, the data is split into eight bins of widtfs@n In(fOut). The
first bin has In(fOutk —3.5 and the last-0.5 < In(fOut) < 0.0. In the calculation
of fOut only the fraction of live photomultiplier tubes ismsidered.

The anisotropy is reconstructed for each of the eight In{f®Ouns and the value
of the central-deficit region is found as before. The reswdhiown in Figure 4.12(a).

In order to determine the correlation of In(fOut) with eneegMonte Carlo sim-
ulationis performed. This Monte Carlo (outlined in Secti®s) simulates the Mila-

gro detector’s observation of an event produced by cosayi@rimaries composed
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of elements from Hydrogen to Iron assuming fluxes and spgotem by the ATIC
experiment [28]. For each In(fOut) bin the simulated eveméshistogrammed ac-
cording to energy. The median energy can then be calculatecehh as the error
on the median. The error is asymmetric and is calculated bynignthe highest and
lowest energies contained within the inner 68% of eventg. ddirelation between
In(fOut) and energy is shown in Figure 4.12(b).

Visual inspection of the dependence of the central-defegptiol on In(fOut) and
of In(fOut) with energy suggests an energy dependence canisotropy signal.
If the fractional anisotropy in this region were independeinenergy one would
expect the data in Figure 4.12(a) to have a constant valaejghhey should not
depend on In(fOut). Fitting Figure 4.12(a) to a constanegiax?/d.o.f. = 50.5/7
which is clearly a poor fit. The data are thus not consistetit mo energy depen-
dence.

The suspected energy dependence is examined by assumirdghahthe total
cosmic-ray flux composed of a background component, whicbnstant over the
entire sky, and an anisotropic component; each of these @oemps are assumed to
have an energy dependence given by a power law. The equatitdmns model (for

a given declination band) is therefore:

dN(E,9)/dEdQ = ®crE YR+ DpnE YA f(O) (4.1)

N(©,E) is the observed cosmic-ray counts as a function of ®.afd energy
(E) in a single dec. band®dcr, Ycr and ®ani, Yani are the fluxes and spectral in-

dices for the cosmic-ray background and the anisotropyesely. f (©) contains
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Figure 4.12: a) Mean depth of the central-deficit vs. In(jGat data collected f
rom 2004-2007. b) Median energy of Milagro triggered eveatssing cuts for the
In(fOut) bins shown above obtained from simulation. Thenas\etric error bars
are calculated by finding the highest and lowest energy cuntathe inner 68% of
the total simulated events.
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the r.a. dependence of the anisotropy component for a gigenldind. Since the
central-deficit region we average over has a small extemitompared to the full
sky, f(©) will be considered to have a constant vakue

This can be easily converted into a form giving the fractlafiierence from

isotropic for the central-deficit regioh(E):

dN(E,©)/dEdQ .,  ®ani_ 5
e (4.2)

dA(E)/dE =

Where d = yani — Ycr- AS can be seen explicitly from this equation, if the
spectral indices are equal the fractional anisotropy ghbala constant. From the
equation and the figure, the anisotropy in this region agptabe flatter than the
cosmic-rays at lower energies and steeper at higher eserffieorder to make a
more quantitative statement we can perform a Monte Carlalsition assuming a
broken power-law (two different power-laws spliced togetat some break energy)
for the anisotropy in the equation given above. The outptihisfsimulation gives
the shape of the In(fOut) distribution for different valug#she break energy anul
above and below the break. & optimization is then performed for the four fit pa-
rameters. The fourth paramet%é&;F, Is the normalization which is of no physical
interest in this discussion and subsequently is alwaysostiet value which gives
the lowesty? for any given triple of the other parameters. Since the tatioe
between In(fOut) and energy is poor, especially at low ersrdhe determination
of the break energy and power-law parameters is not higghjifstant. Figure 4.13
shows the one sigmg’ contours of the Monte Carlo simulated anisotropy fit to

the observational data for different valuesdébove and below, using the mini-
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mumx? of all break energies. Figure 4.14 shows jfevs. break energy as well
as thex? contours of the individual parameters vs. break energy. st fit for
this model gives a break energy Bfreax = 2715 TeV, = —2.7731 for energies
below the break, and = 0.1+ 0.07 for energies above the break (these errors are
the single-parameter errors). Although these errors teeiam zero at less than
two sigma, the anisotropy spectrum deviates from that ohttrainal cosmic-ray
background §peiow = danove= 0) at the level of~ 50. Repeating the simulation
assuming a power law without a break, the fit becomes muchewdtigure 4.15
shows the observational data as well as the best fit to dathddiroken power-law
and non-broken power-law simulations. The optimal fit todbeerved distribution
for the broken spectrum givesd/d.o. f. = 0.33/4 while the non-broken spectrum
gives ax?/d.o.f. = 24.62/6. An F-test yields a probability of & 10~3 that the
improvement in thi? is due to random chance.

To see if there is a correlation between the temporal andygriapendencies,
the last four years of data were split into five sets with iraetn(fOut), each con-
taining events with In(fOut)> the following: -3.0, -2.0, -1.5, -1.0, -0.5. The yearly
time dependence of the central-deficit region is calcul&aedhese different inte-
gral In(fOut) sets. The results are shown in Figures 4.16utin 4.20. In these plots
thex?/nd f values are shown for a fit to a constant and a fit to a line of fikepkes
The fit to a constant is expected to become better as the medexgy increases
if the cause of the temporal dependence becomes less ddmirfsigher energies.
The fit to a fixed slope is expected to remain good if the temmependence is
completely independent of energy. The assumption madesrctse is that the

cause of the temporal evolution amounts to a modulation efatfisotropy over
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Figure 4.13:x? contours corresponding to a probability content of 1 to Br 2
parametersy® — x2,,= 2.3,6.2,11.8,19.3,28.7) obtained from the fit of simulated
fractional anisotropy vs. eight In(fOut) bins to obsergatll data. The delta param-
eter is defined as being the difference between the spewtiiakss of the nominal
cosmic-ray background and the simulated anisotropy. Tbssbiair shows the lo-
cation of the best fit.

time which results in the same percent change in the anpptar each In(fOut)
set. The slopes are calculated as following: the slope d#ta with In(fOut)>
-3.0 is fixed to be the value determined by the seven year gaten(in Figure 4.9).
In the subsequent four In(fOut) sets, the slope in a giveniplmalculated by scaling
the slope of the seven year data by the ratio of the average wédlthe anisotropy
in the plot of interest vs. the average value in the initiakpl

As can be seen in the figures, the fit to a line of fixed slope iaydvbetter than
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Figure 4.15: The best fit from simulation to observationghdas well as the fit
with no break (Note: the small separation of the values inhi@ ut) direction
is for visual purpose only). The values of the best fit afgeax = Zfig TeV,
&= —2.71%2 below the break energy; add= 0.10+0.07 above the break energy
(all quoted errors are the single-parameter errors).
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a fit to a constant. This implies that the cause of the tempmpéndence is not
dependent on the In(fOut) parameter. However, since tloesegrow large, this is

not a very statistically significant observation.
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Figure 4.16: Mean anisotropy for the central-deficit regmnthe last four years of
data consisting of events having In(fOat)-3.0.
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Figure 4.17: Mean anisotropy for the central-deficit regmrthe last four years of
data consisting of events having In(fOat)-2.0.
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Figure 4.18: Mean anisotropy for the central-deficit regmrthe last four years of
data consisting of events having In(fOat)-1.5.
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= 0
o r
=3 C
[} -
x — H
S -0.001 —— X%ndf = 3.7/3
a N A X2ndt = 0.78/3
= C
0000 e ;
§ o002
>
Q
S [rereeeeenlis ;
O 0,008 frrrrrre e LR R l rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr S R SRR Foeeeeenes
= T
g N A .
3 - 1 -------
5 : : :
L I~ : : :
= .0.004 R i : ‘
-0.005 s S
'O 006 L Il Il t Il Il t Il Il t Il Il t Il Il t Il Il Il
53000 53200 53400 53600 53800 54000 54200

MJD

Figure 4.19: Mean anisotropy for the central-deficit regmnrthe last four years of
data consisting of events having In(fOat)-1.0.
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Figure 4.20: Mean anisotropy for the central-deficit regmrthe last four years of
data consisting of events having In(fOat)-0.5.
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4.4 Compton-Getting Effect

Assuming an isotropic and homogeneous sea of cosmic-fay§ampton-Getting
(C-G) effect amounts to an anisotropy induced by the motiath@ Earth around
the Sun or the Sun around the Galactic center with an enharteshthe cosmic
ray flux in the direction of motion (see Sec. 1.2.3). The C-@&afdue to the
Earth’s motion around the Sun will appear as a UT dipole efed is calculated
to be 38 x 10~* at Milagro’s zenith (dec. of 3§ with a maximum at 6h universal
time and a minimum at 18h.

As can be seen in Figures 4.21 and 4.22, the data shows ahweifle@an am-
plitude consistent with the solar C-G expectation. The plssff slightly by about
1.5 hours. This could be due to day-night effects for whiakréhis no cancella-
tion. An observed UT anisotropy is always a superpositiothefaverage daily
variations due to atmospheric effects and the expected €eG &rom the Earth’s
motion around the Sun. It is noted that the expected and wddemplitude of
the UT anisotropy is about an order of magnitude smaller tharamplitude of the
observed sidereal anisotropy while the magnitude of thereal systematic effects
are around the same size. A more thorough analysis of UT regsite effects is
therefore needed to understand the phase difference. algses is deferred at
this time.

In the case of the Sun’s motion around the Galactic centeeffieet is more
complicated. The Galactic cosmic-ray sea could in primciqu-rotate with the
Galactic magnetic field affecting the magnitude and dioectf the C-G effect. In

the instance of full co-rotation there would be no GalactiG@ffect. A measure-
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Figure 4.21: Map of the universal time anisotropy for sevearg worth of data.
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The width of the black curve is the statistical error. The lied shows the the-
oretical prediction for the UT Compton-Getting effect asctalculated using the
approximation that the CRs are observed only from Zenith (28.).
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ment of this Galactic C-G effect is more difficult given thetféahat we see only
measure the projection of the anisotropy in the r.a. dioectin order to understand
how this affects the observation, a monte carlo was perfdrmgng the technique
outlined in Appendix A, for one possible set of parameters.

For this example the assumption is made that the cosmicarayisotropic and
do not co-rotate with the Galaxy. Therefore the Sun’s v&jaaithe Galaxy is the
velocity used in the calculation of the C-G effect. In thise@he magnitude of this
anisotropy is calculated to be35% given our speed of 220km/s. This dipole
should then have a maximum at r.a. = 3Hnd dec. = 48 and a minimum at r.a.
=135 and dec. =48°. Figure 4.23 shows the theoretical value of the anisotropy

with these parameters for the sky observable to Milagro.

Dec.
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1 I il 1 I
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Figure 4.23: Map of the expected Galactic Compton-Gettifeceas calculated
from theory. See text for the parameters used.

This theoretical map is used as input to the monte carlo amdetsulting one
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year of simulated data is analyzed as the actual data woul&igare 4.24 shows

the result of this analysis.
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Figure 4.24: Map of the expected Galactic Compton-Gettifececreated using
one year of simulated data.

As can be seen, the dipole structure remains intact. Thetedfdooking at
projections reduces the magnitude {t®.14%) but retains the maximum and min-
imum directionality. Given that the dipole structure is hast it is possible to test
for the Galactic C-G effect by fitting a single dipole to theesieal map. How-
ever, there is a large signal at lower declinations whichld/@lstruct seeing this
effect directly. To try and reduce effects from the centtaficit region, the dec.
range from 50 to 60° is considered. Fitting a single harmonic to this region give
ax?/d.o.f. = 11505998 which is clearly a poor fit. Although this suggests that

the observed anisotropy is not dominated by the galacticffomGetting effect,
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its contribution to the anisotropy cannot be ruled out. ltyrba possible to re-
move other effects with measurements at high enough energy the C-G effect
is energy independent whereas the anisotropy in the cedefalit region appears

to reduce with increasing energy.
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Chapter 5

Systematic Checks

5.0.1 Monte Carlo Checks of the Analysis Method

To test the stability of the analysis method, monte carlo JMi@ulations, using
the method described in Appendix A, were performed. All & tbllowing MCs
are simulations of one year’s worth of data.

The first test run was a sky with no anisotropy. The output shoensistency
with zero in all three time systems. There is some structuriglwappears in the
highest declination band but from the profiles it is shown ¢oconsistent with
zero due to the large statistical errors. This fact suppeiniat we suspect from the
observed data in that the statistical power is limited inhighest and lowest dec.
bands.

Taking the three year (2001-2003) sidereal map as inputi(€ig.4), the output
is given in the following figure. There are no significant @gans between the two

as can be seen also from the profile plots. The UT and AST tiralyses are both
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Figure 5.1: Sky maps of the fractional anisotropy generaség one year of monte
carlo simulated data assuming no anisotropy. Top, middiiebattom are sidereal,
universal and anti-sidereal respectively.
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flat which is what one would expect from the fact that there wasJT or AST
structure input in the MC and due to the use of one full yeairotitated data.

The next MC is designed to check for induced effects causeldrgg input
signals. As input the three year map in used in the previastshi@s every point
scaled by a factor of five. The output shown in Figure 5.3 issiant with the
input.

In another Milagro analysis [30], an excess of gamma-ragsés coming from
the inner galaxy, dubbed the “Galactic Ridge”. There is eigtto be an enhance-
ment in extensive air showers coming from this directionchihtould affect this
analysis. To see how this Galactic Ridge enhancement affeet anisotropy, a
MC input map is created with a 0.1 % anisotrop$° around the inner galactic
plane. The output shows a slight effect, but it is smallenfttieat which was input.
From this it is confirmed that the analysis method is lessigsea$o features of the
anisotropy which have small extent in r.a. This also shows titre flux from the
galactic plane is not going to have a significant effect orstblereal analysis.

To check on the possibility of the analysis inducing symmeirthe sky map,
the three year map (2001-2003) is taken as input and alterédas everything
located at an r.a. larger than 258 equal to zero. The result reproduces the input
showing that the symmetry observed in the seven year sidesgais not a product
of the analysis method.

The next tests involve creating a square hole of size -0.003ea. -10 —
30° and R.A. 150 — 210°. This will give us a test of how the analysis deals with
discontinuous features as well as gives a well controll@diinvith which to test

UT effects. The sidereal square hole is shown Figure 5.6. posdive values of
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Figure 5.2: Sky maps for sidereal, universal and anti-s@eime (top to bottom
respectively) generated from one year of monte carlo dateytise sky map of the
first three years (Figure 4.4) as the true anisotropy.
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Figure 5.5: Monte carlo of first three year map with the am@mt of the region
with r.a. larger than the central valley set to zero.

the anisotropy in places where none was input are just etdifaf the discontinuity
stemming from the use of three harmonics as is expected faamd¥ theory.

Given that this plot was generated with one full year of seed data we expect
the sidereal effect to wash out in UT and AST. Any fixed poinsidereal time
traverses the entire UT sky in one year and the AST sky in hgdaa. When we
normalize each Dec. band these effects should disappedeedrthey do as seen
in Fig. 5.7. With this controlled input it is possible to eiqilly see what happens
on shorter time scales. The plots fof3lyear sections are given. Here we can
see some of the sidereal structure “leaking” into the "saohels”, in the parlance of
radio. The effect however is diminished and smeared outires is expected. It
is also clear in these three that when they are added togébhering a set of an
integral number of years, the effect of structure on thelmdds will average to
zero.

To see the effect of seasonal variations one final MC was rusrevthe square
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Figure 5.7: Universal and anti-sidereal maps from m.c. daiag the sidereal
square hole input.
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hole above is taken as a UT input rather than a ST input. Theosaavariation is

modeled as a sine wave modulation of the amplitude with adexi one year. The
depth of the square hole was chosen to range from 0.000 106-8®that the mean
value for one year would be about the same as the observedalidéect. From the
plots we can see that now rather than the effect cancellibgha@idereal and AST
plots there is some (small) residual effect. The consequehthis is that there will

be some contamination of the sidereal plots due to weatlestef But the effect
will be subdominant to the actual sidereal sky signal unileeee is a tendency for
the weather effects to “conspire” over the six year periobdgaoherent in sidereal
time. From checks on the actual data this appears to be véikelyn This does

however show that a time dependent UT signal has the alilipphtaminate the
anisotropy present in the ST and AST time frames. This com@imon is at the

same level in both of these time frames but the phases aexafhff Since the
AST time frame has no definite physical definition the phasedsterminate. For
this reason the contamination cannot be directly removaa tihe sidereal signal,
but does allow for a way to estimate errors in the siderealadigrising from UT

systematic variations. This systematic error estimatidhb& explored in Section

5.0.6.

5.0.2 Stability of Fitting Procedure

In order to check the possibility that the large changes eahisotropy are the
result of an instability in the fitting procedure the dataeveplit into two sets. The
first is created by taking the odd numbered events and thenddayp taking the

even. This splitting of the data yields two statisticallg@pendent data sets which
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Figure 5.10: ST, UT and AST time maps for an amplitude moedlaniversal time
square hole input. The AM has a period of one year and a raf@e @ -0.006.
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Figure 5.11: Declination profiles of the anisotropy for thistfyear of data. The red
line is the even numbered events and the blue is the odd events

are guaranteed to have been taken with the same signal aedsyi effects. The
profiles are given with the odd set as blue and the even as réafo the first and
last years worth of data.

In both figures the anisotropy results of the two independetd are identical
with no differences larger than the statistical error (Wwidf the curves). | conclude
that the fitting procedure produces statistical errors Whie reasonable when exe-
cuted with data taken under the same conditions. This alpbasithat the changes
in amplitude of the anisotropy observed are due to changdwsirither the sky-
signal or the atmosphere.

In Section 3.5 it is mentioned that the analysis method as=raver differ-
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Figure 5.12: Declination profiles of the anisotropy for ysiardata. With red being
even and blue being odd numbered events.
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Dec =35-40 | g coio-..:[Dec,=40-25

Figure 5.13: Declination profiles of the anisotropy for seyears worth of data.
The red curve shows the result of the analysis for eventsdmitbm 0° to 25°. The
blue shows the result fdfrom 25 to 50°.

ent values of the zenith angte Since the atmospheric depth is dependeng on
(lower values of, translate to less atmospheric overburden than higher sipltines
amounts to an averaging over energy of the primary cosmg: ray see if this has
an effect on the analysis, the seven-year data were sgitwd sets: one contain-
ing events with a range i& from O° to 25°, and the other witl§ from 25’ to 50°.
Figure 5.13 shows a comparison of the analysis results &setiwo sets. There is
no difference between the two sets within statistical srrrerefore the procedure

of averaging ove€ is considered well justified.
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5.0.3 Stability of Sidereal Signal

In order to determine whether or not the observed sidergabt{with it's constant
phase) is an actual sidereal time effect, the minimum vafughe anisotropy is
examined in universal as well as anti-sidereal time for twanth periods. In a
two month period the differences would be expected to bdsligith a sidereal
effect being “smeared” in universal time by about 60 degreksother words,
taking a constant position in sidereal time, we can caleultere this point falls in
universal and anti-sidereal time for a given two month pkriBelow are the plots
of the minima in universal and anti-sidereal time with thedtetical prediction
superimposed.

As can be seen the data agrees well with the expectation ofmendat side-
real effect. If, on the other hand, the UT (or AST) variatioveye dominant, there
should be no correlation between the observed minima angréndicted “saw-
tooth” curves. There are some deviations from the predieédges which could
be attributed to weather or possibly solar effects. Theseesayatic effects will be

discussed in a later section.

5.0.4 Seasonal Effects

In order to check for coherent seasonal effects in the sidisignal, | split the seven
years worth of data into three “seasons”. Winter-Springspyicorresponds to the
period between November and April. Spring-Summer (spstukesponds to April
through July. Summer-Fall (sufa) corresponds to July thhoNovember. This

particular definition of “seasons” was chosen as the threersflect average local
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weather periods of: ice and snow, warm with low precipitatiand high precip-
itation respectively. We can see in the sidereal plots thertetis some difference
between the seasons. The spsu period has a smaller ovéeatl thian the oth-
ers. Looking at the plots directly comparing projectionghad anisotropy for the

different seasons we see that these variations are ndtitallly significant.

5.0.5 Day/Night Separation

One can ask the question of how does the analysis differ wiakirlg at data taken
during daylight hours from data taken during nighttime ts@urThere is almost
certainly a difference expected given the change in atnergpbonditions between
these two periods. In fact, splitting the data like this ddontroduce a very large
fake anisotropy. The two periods are set to be 10am-1Gpinhour) for daytime
and 10pm-10am1 hour) for nighttime. Given these 12 hour sets are fixed in UT,
this separation cannot be analyzed in the UT frame sincel &@8uhalf hours is
required for the analysis method to work. This analysis @apdyformed in ST and
AST. As explained in Section 3.4, the data are organized srtwnth sets, each
containing 48 half hour histograms in the ST and AST framdse Z4 half hour
histograms, for the ST or AST frames, corresponding to tlevallay/night sets
can be calculated for each two month period. Since a fixedt poidT traverses
a full 24 hours in one year in both the ST and AST frames, by d¢omd the
appropriate 24 half hour histograms for each two month pevieer an entire year,
the resulting data sets will be guaranteed to contain a gitdlf hours (in ST or
AST) consisting of data collected only during daytime (ahitime) hours. Figures

5.19 & 5.20 show declination profiles comparing the resulthefsidereal (in red)
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Figure 5.15: Sidereal time maps of seasonal data for thengmaer data set. The
maps are winter-spring, spring-summer, and summer-fefigetively.
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Figure 5.16: Sidereal profiles comparing seasonal datdnéoséven year data set.
The red line is the winter-spring data. The blue curve is greng-summer data.
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Figure 5.17: Sidereal profiles comparing seasonal datdnéosé¢ven year data set.
The red line is the winter-spring data. The blue curve is theraer-fall data.
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and anti-sidereal (in blue) analyses for daytime and nigletrespectively using
data from 2006 (as an example). In these plots the X axis selwval purpose for
both ST and AST and are plotted together to show the reldtiprisetween the
signals. As can be seen the sidereal anisotropy has chaygadabge amount,
in both amplitude and phase. Also the anti-sidereal strengighly reflects the
magnitude of this difference for the expected year six atug (~ 0.35%). The
reason for this change is that by splitting the data intodlsts, there has been
an introduction of a bias. The event rate independence dfhmethod has been
destroyed. Take for example a seasonal drift of event rate ta the appearance
of ice for part of the year for instance, since this drift i ageraged out by using
a full 24 hours (of ST or AST data) during this period, an aui@i anisotropy is
induced by this rate drift since a given set of 24 ST half h@garsAST half hours)
comes from different parts of the year. The important resihis analysis is that
it confirms that time dependent systematic effects leadingnt artificial sidereal
signal will also lead to an analogous anti-sidereal sighlaé use of the anti-sidereal

signal in the estimation of the systematic errors is thectopthe next section.

5.0.6 Systematic Error Estimation

There are two sources of fake anisotropy signals in the gedrdata, both from
atmospheric effects. Coherent and seasonally varying Uiatians, discussed in
Sections 5.0.1 and 5.0.4, and the residual anisotropy dtleetdaily, random at-
mospheric effects. Both will show up with the same signa sizthe AST and ST
frames.

In Sections 3.2 & 5.0.1 it is explained that the anti-sidesealysis should
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Figure 5.19: Declination profiles of the anisotropy for theay 2006 using data
collected between the hours of 10am and 10Gpirhour local UT. The red curve is
the sidereal signal and the blue the anti-sidereal.
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Figure 5.20: Declination profiles of the anisotropy for theay 2006 using data
collected between the hours of 10pm and 10&inhour local UT. The red curve is
the sidereal signal and the blue the anti-sidereal.
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show no structure given that AST corresponds to no physmalrdinate system.
If there are large UT effects that are localized in time theitebe some signal that
could "leak” into this time frame and that this signal can Isedito estimate the
systematic error. Since the observed sidereal signalrly ftable and only shows
a variation over long time scales, any AST signal is expetidae mainly due to
UT (or random) effects. The plot below shows there to be sametsire of the

order of£10~%. for the seven year data set, much smaller than the sidégeall s
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Figure 5.21: Map of the anti-sidereal time anisotropy fameseyears worth of data.

Since the known AST signal cannot be directly translatedTtogven the un-
known phase difference, all possible phases are considdmedonvert this AST
signal to a systematic error on the sidereal signal we profecAST signal for a
given dec. band along the anisotropy axis and take the rAn.example for 35 <
dec.< 40 is shown in Figure 5.22. The systematic error estimatedes sebe of
the same order as the statistical error on the sidereallsighgs is further confir-

mation that the analysis method is effective at dramagigakiucing structure due
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to detector variations.

To better understand the behavior of the systematic effdatsdata were split
into sets of different time lengths. Figure 5.23 shows a $ampnine consecutive
single day anisotropy projections for 35 dec.< 40°. On this time scale there
is no discernible difference between ST, UT, and AST in timalgsis given that
each of these time frames differ by 1° in hour angle. It is seen that the vari-
ations are almost an order of magnitude larger than the wbdesidereal signal.
These variations are interpreted as being due to changhs bhetector (including
atmospheric variations) and form an unavoidable systereator in the results of
the longer data sets. Since these variations are largebherent the residual er-
ror arising from them should exhibit/1/Nyays behavior as expected from basic
statistical analysis.

The systematic error can be estimated for sets containimg@gral number of
years by using the AST procedure previously described, miniessence random-
izes the phases of the ST signal. For smaller time perioddhanmethod must be
used given the contamination from other time frames. Inittégance | have taken
60 single day anisotropy projections and averaged thenihegafter randomizing
their phases. Any coherent signal will be lost and only timelcem variations should
remain. The r.m.s. of these variations are interpretedeasystematic error for the
two month time period. Figure 5.24 shows the observed syaterarror for mul-
tiple time scales as well as the expected error calculatezktrgpolating the seven
year value to shorter scales using the MNgays behavior. The rough agreement
between the expected and observed errors show that thsa®thinant systematic

error in the anisotropy results.
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5.0.7 Temporal Evolution

The time evolution of the signal in the central-deficit regis an unexpected result
and requires a number of checks to rule out the possibiléyitis simply an artifact
of time dependent detector effects. This section will agsltbis concern.

For most years of operation, Milagro had a shutdown lastmthe order of ten
days during the month of September. To look for a possibkcefiiduced by this
down time, a much larger period was removed (Sept- Nov.) ach of the yearly
sets. Figure 5.25 shows the time evolution of the yearly dath and without
the artificially large amount of down time. The differencelwe signals is clearly
insignificant.

The trigger threshold of the Milagro detector is not constarer time. There
are long term rate variations that can be seen in Figure 5l26his plot there
can be seen a temporal evolution, however this evolutiors doe correlate with
the observed time dependence of the anisotropy. In ordegstofér a possible
dependence on trigger threshold, the data were constrinestjuiring each event
to have hit some number of PMTs in the top layer (AS) of the ponarder to be
counted. Figure 5.27 shows the average value for six yearhwb data in the
central-deficit region for eight values of this constraiAt can be seen, the depth
is relatively independent of this constraint up to largeueal Figure 5.28 shows
the time evolution, over six years, for these two particsiues (90 and 260) of
this constraint. The relevant message of these plots isiltietugh at higher values
of the trigger cut the statistics get worse, the anisotrgpgtable and the yearly

trend does not disappear. Given the large difference betwresse trigger cuts,
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Figure 5.25: Top: Yearly mean central-deficit value with giated down time of
two months (Sept.-Nov.). Bottom: Yearly mean central-diefialue using the full
data set (same as Fig. 4.9).

the variation in time cannot be caused by the comparativabllsvariations in the
Milagro trigger.

To check that this effect is in fact strictly a sidereal effand not something
which is a general characteristic of the detector we looleatly projections of the
UT and AST signals. These signals are seen in Figures 5.28@& &nd do not
show a consistent year-to-year trend as the sidereal digesl

The combination of these tests gives good evidence that tim@tanic increase
in the magnitude of the sidereal anisotropy seen over thensggars cannot be

accounted for simply by time dependent detector effects.
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Figure 5.26: Average trigger rate vs. time for two month ardrly periods (top
and bottom respectively). The average is calculated imetudown time and data

cuts.
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least some given number of PMTs in the top layer. The erros bee statistical
only.
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only.
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Figure 5.29: Yearly profiles of anisotropy vs. UT obtainedamalyzing the projec-
tion of the 18 dec. bands.

114



£ oo Year l| £ oo Year 2 | £
2 ooms 2 oame z
H H H
oo oovos
B 0
oo0s .
o008 e+ oo
i i i i i i 1 i i i i i i 1
00 10 0 00 20 a0 %0 OR w0 1o 0 0 a0 w0
AsT AsT
£ oo Year __|4 £ oo |___|Year 5 2
g g g
£ ooms £ ooms £
H £ H
oot oooos
ooz oo
o0t -
L o
50 100 150 200 250 300 350 50 100 150 200 250 300 350
AsT AsT
oo
oovos
oot
ooz
ooz
-
o
.

Figure 5.30: Yearly profiles of anisotropy vs. AST obtaingdainalyzing the pro-
jection of the 18 dec. bands.
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5.0.8 Universal Time Energy Dependence

The energy dependence of the sidereal signal examined to8et3 shows a

specific change in the value of the anisotropy in the cemkeéitit region over time.

It is therefore also important to look at the energy depeod@fithe UT signal to be
sure that this change is not a detector effect. Figure 5.84shn analysis of the 18
declination band projection for the eight In(fOut) bins dise the energy analysis
of the sidereal signal. In this case looking at the value efdhisotropy at the
maximum, which for the Compton-Getting effect is calcudktie be 38 x 10~* and

is energy independent, does not show a significant depeadsnihis parameter.
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Figure 5.31: Anisotropy vs. UT for the last four years of dat@ated by analyzing
the projection of the 18 dec. bands for the eight fOut binageefin Section 4.3.
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5.0.9 Coronal Mass Ejections

One possible effect that may obscure our analysis which wdiest was coronal
mass ejections(CMEs). CMEs are thought to produce largeofinpies as they
pass around the earth. To examine the effect on our data Wweditiree large
CMEs that happened within our data set. The dates of thesesGIEE 4/12/2001,
10/29/2003 and 1/20/2005. When a CME reaches the earthithes®at is called
a Forbush decrease. This can be seen clearly in neutronondaiia as a decrease
in neutron rates starting about 12 hours before the evelawed by a period of
relaxation lasting for about 36 hours. We cut out the seatmmesponding to the
large deviations in neutron rates as read off of the data tleenJung Frau Joch
monitoring station. There were no noticeable changes ttatige scale anisotropy.
From this we determined that it was acceptable to not comectata for CMEs.
Looking at the data that was excised in the case of the 2001 G@diever, there
was evidence of a significant difference in the anisotroggieeand after the event.

This is something worth investigating further.
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Chapter 6

Conclusions

Results have been presented of a harmonic analysis of tpe $aale cosmic-ray
anisotropy for the observational period between July 2@0uly 2007. A 2-D
map of anisotropy projections in r.a. was generated usia@80 x 10'° cosmic-
ray events collected during this period, which have a meeéiagrgy of 6 TeV.
The dominant feature is a central-deficit region of deptB.85+ 0.06 stat.+0.08
syst.)x10~3 in the direction of the Galactic North Pole with a range inlohtion
of -10 to 45 degrees and 150 to 225 degrees in right ascension.

Observations of the sidereal anisotropy at TeV energies giprevious experi-
ments have identified two coincident regions of intereseess located at 75°
r.a. or “tail-in” anisotropy, and a deficit at 200’ r.a. or “loss-cone” anisotropy.
Both of these regions are consistent with the observatiesgmted here. The “loss-
cone” is coincident with the central-deficit region seerhis einalysis. The “tail-in”
region is more clearly defined in another Milagro analysis#e/e to features with

smaller extent in r.a. Also, a number of experiments haveedw@rmonic analy-
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ses of the anisotropy. Table 6.1 shows the first harmonidtsefar a few of these

experiments.

Experiment Amplitudex10~°) Phase (Deg.) Energy (TeV)
Poatina (um) [31] B1+0.13 600+9.0 1
Baksan (um) [32] r0+0.20 300+7.5 3

Milagro (as) 199+0.01 90+04 6
Super-K (um) [21] ®63+0.12 400+14.0 10

Tibet (as) [33] 113+ 0.07 240+3.0 12
Mt. Norikura (as) [22] 074+0.04 120+45 15
MACRO (um) [34] 110+0.36 —120+195 30
Musala (as) [35] 05+0.30 510+15.0 60
EAS-TOP (as) [36] B6+0.04 645+7.5 100

Table 6.1: Amplitudes and phases of fundamental harmorsgdditthe sidereal
cosmic-ray anisotropy for a sample of experiments at dgiffeenergies. The am-
plitudes are divided bgogdec) to account for differences in the declination of
each experiment. The abbreviations after the experimenesandicated the type
of detector: um - for an underground muon detector and as ariaextensive air
shower detector.

The energy dependence of the signal in the central-defgiibmehas been stud-
ied and shows evidence that the spectral index differs frioan of the nominal
cosmic-ray background at the level of.5 The spectrum of this anisotropy was
modeled as a broken power-law and the best fit to data givesaklmmergy of
Eoreak= 213 TeV, 8 = —2.7"21 for energies below the break, add= 0.1+0.07
for energies above the break whéres the difference between the spectral indices
of the nominal cosmic-ray background and the anisotropye détermination of
these parameters is however not very significant given toe @aergy resolution.

The signal expected due to the Galactic Compton-Gettirgedannot be iden-
tified given the large contribution from the observed signdhe central region. It

may be possible to make a more definitive statement abougtieist with a mea-
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surement at higher energies since the Compton-Gettingtédfenergy independent
while the anisotropy in the central-deficit region appeaiddcrease with increasing
energy.

The Compton-Getting effect expected from the Earth’s nmodiund the sun is
observed as a dipole with a maximum amplitudé®6 x 10~# at 7.5 hr universal
time. This maximum occurs 1.5 hrs later than expected angdnesymore study to
understand possible systematic effects.

A unique result to this analysis is the observation of a gfiteening, by a factor
of two, of the depletion in the central-deficit region oveisteeven year period. It
is noted that the minimum anisotropy occurs at solar maxigramd the maximum
anisotropy occurs as the solar minimum approaches. Thdesinpypothesis for
this time dependence is that when solar activity is highh#l@sphere has the ca-
pability to isotropize cosmic-rays with higher efficientyah when solar activity is
low. Itis as of yet unclear how the heliosphere can have socffact on cosmic-
rays at TeV energies. One possibility for this observat®that, given the poor
energy resolution, this is simply an effect coming from laveryy events. Collect-
ing more years of data is an obvious step in seeing if the letiva between the
solar cycle and anisotropy magnitude holds. A large impmoat in energy deter-
mination is also necessary in order to help understandiieediependence and the

possible origins of this anisotropy.
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Appendix A

Monte Carlo of Anisotropy for

Analysis Method Tests

In order to better understand the analysis method and pessistematic effects, it
was necessary to develop a monte carlo (MC) method whichdwioulate data
coming from the Milagro detector with the proper statistesl an arbitrary, user
defined anisotropy.

This MC takes two inputs: a 2-D histogram of the detector ptanece, and a 2-
D histogram of the desired anisotropy. The detector acoepthistogram is used to
ensure that the MC events have the same declination and hgle @ependencies
that the Milagro detector has over a 30 minute period of tiffikeis histogram is
generated by averaging all of the 48 half-hour dec. vs. HAogimms described
in Section 3.4 for data accumulated over seven years. Tlisaging is done to
remove any signal (forward-backward asymmetry) that isgmein any given 30

minute interval while retaining any inherent detector asetries.
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The second histogram used as input is simply a 2-D anisotnoggy as seen
throughout this work. One may use the output from an anabyfsectual data or
create a unique anisotropy.

These histograms are normalized and treated as probatigiiyoutions as in
any MC. The way events are generated is by stepping thoughitirfive minute
intervals. In each interval a uniform distribution of ramgdime stamps (in UT)
is generated. For each time stamp, an event is created wehdom dec. and
r.a. (also uniformly distributed). The r.a. of this event@verted to an HA and
checked against the acceptance histogram. Passing thik, dhe event is then
checked against the anisotropy map. If the event passeddxithit is treated as
any normal event would be and goes through the analysis asiloksd starting in
Section 3.4.

In order to have the correct statistics, this generatiowents continues until the
number of passing events collected over the five minute geworesponds to the
average Milagro trigger rate(1500Hz). This rate may be fixed or randomly varied
if so desired. This process then continues for each five mimierval present in
the desired number of simulated days. The performance ®MRI can be seen in

Section 5.0.1.
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